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METHOD AND DEVICE FOR PERFORMING
SOFT DECISION DECODING ON
REED-MULLER CODES USING DECISION
BY MAJORITY

BACKGROUND OF THE INVENTION

(a) Field of the Invention

The present invention relates to a method for decoding
channel codes. More specifically, the present invention
relates to a method and device for receiving data coded with
RM (Reed-Muller) codes through a channel having continu-
ous output values, and decoding the data through a soft
decision decoding method using a decision by majority.

(b) Description of the Related Art

In 1954, Muller initially described the RM codes using
binary functions, and in the same year, Reed found that the
RM codes are expressed as multinomials of a binary field.
This important feature makes it possible to decode the
original codes using the decision by majority.

The RM codes are more flexible in that they may control
a number of errors per codeword as opposed to the existing
Hamming codes and the Golay codes, and hence they have
been used to various applications. For example, 32-bit
first-order RM codes were applied to the communication
system of the spaceship Mariner launched in 1969, and the
RM codes became a theoretical basis for various channel
codes because of combinational and mathematical features
provided by the definition of the RM codes.

However, the RM codes were not applied to the spaceship
Pioneer since convolutional codes and sequential decoding
were discovered, and they lost popularity since it was found
that the BCH codes and the Reed Solomon codes outperform
the RM codes.

As it has been found that short or first-order RM codes
have a minimum length that is identical with that of the BCH
codes and they have a very fast maximum likelihood decod-
ing method that is not found in the BCH codes, data
transmission rates have been newly applied to fields that
require high-speed coding and decoding from the fields that
have almost reached their technical limits.

The maximum likelihood fast decoding method found
from the RM codes was proposed by Reed, and it is
accordingly referred to as the Reed decoding method. The
Reed decoding method is a method for correcting and
decoding a plurality of errors by using a set of codewords
generating equations of the RM codes, that is, it uses
decision by majority which is the simplest decoding format.
In the case of general codes, the decision by majority is
known to be fast but suboptimal, but it is also found to be
the maximum likelihood decoding method for the RM
codes.

The decision by majority uses estimates of information
bits encoded by an encoder from the codewords to be
decoded. At least one estimate of the respective information
bits may be calculated from the codeword-generating equa-
tions. Since many candidates are provided for an identical
information bit, the decision by majority is performed on
them, and a value of the corresponding bit is determined
using the values of 0 or 1 more frequently provided.

Since the codeword-generating equation of the RM codes
is defined to be product and sum of regular and simple codes
known as the Hadamard codes, the format of the codeword-
generating equation is very regular. Hence, a method for
obtaining estimates of the information bits from the set of
equations is also regular, and when a method for calculating
a single estimate candidate is provided, other estimate

20

25

30

35

40

45

50

55

60

65

2

candidates may be calculated by performing the same cal-
culation on the bits corresponding to an index obtained by
adding a predetermined number to a bit index of the code-
word used for the first candidate, thereby enabling high-
speed decoding.

The Reed decoding method is a maximum likelihood
decoding method for high-speed decoding as described
above, but since an area for defining calculation related to
the decoding method is a binary field, and decoding inputs
received through a channel have continuous values, the
continuous values are to be converted into binary numbers
of 0 and 1 so as to perform the calculation defined in the
binary field. In this process, a hard decision for determining
corresponding numbers according to codes of the decoder
inputs is performed.

A binary field calculation is then performed on the
received codeword on which the hard decision is performed
to thereby obtain each bit’s estimate candidate. The number
of respective estimate candidates is determined according to
a degree of the RM codes, and the more degrees the RM
codes have, the more the number of the estimate candidates
increases. The obtained candidates have one of the values 0
and 1, and the corresponding bit is decoded to the value that
has more candidates.

The Reed decoding method requires previous perfor-
mance of a hard decision since it calculates the binary field
when obtaining information bit estimates for decision by
majority. That is, since the value of the corresponding
codeword bit is determined only through input codes of a
decoder, the decision according to the input codes of the
decoder in the case of a channel with low reliability of the
input values of the decoder generates errors for each code-
word bit. This reduces the decoder’s decoding performance
to lower total error correction performance. Also, it is
unavoidable that bit errors may be generated with a high
probability of 12 when the number of the candidates of
decision by majority is even and both values of 0 and 1 have
received the same number of votes, and accordingly, code-
word patterns that may not be decodable may exist.

A prior art discloses an RM encoding and decoding
method for decoding reliability of the codeword configured
according to encoding by perforation and zero padding to
thereby be applied to variable-length codewords, but it also
requires a hard decision on the inputs, thereby failing to
solve the above-noted problem.

SUMMARY OF THE INVENTION

Itis an object of the present invention to provide a method
and device for performing soft decision and decoding on
RM codes using decision by majority for receiving RM-code
decoder inputs from a channel without performing hard
decision, and using continuous values to the decoding.

In one aspect of the present invention, in a method for
using a codeword-generating matrix, receiving an codeword
RM (Reed-Muller)-coded into a multinomial of a binary
field through a channel having continuous output values, and
using decision by majority to perform soft decision decod-
ing, an RM code soft decision decoding method using
decision by majority comprises: (a) performing a multipli-
cation operation on a predetermined bit group of the code-
word received through the channel, and calculating an
estimate group of an information bit matched with each
degree; (b) summating elements of the information bit
estimate group and obtaining a final estimate of the infor-
mation bit of the corresponding degree so as to perform
decision by majority on the elements of the information bit
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estimate group calculated in (a); (c) using the final estimate
of the information bit of each degree obtained in (b) to
generate a codeword corresponding to an information bit
final estimate of each degree, and removing the generated
codeword from the codeword received in (a); (d) repeating
the step (c) for the final estimates of the information bits of
remaining degrees other than zero-order information bit
from among the final estimates of the information bits of the
respective degrees; and (e) summating elements of code-
words of results performed on the final estimates of the
first-order information bit in (d) to estimate a final estimate
of the zero-order information bit.

The codeword received through the channel is a codeword
of a second-order monomial, and final estimates of the
second-order and first-order information bits are respec-
tively obtained after performing the steps (a) and (b).

In (c), the second-order information bit’s final estimate
and the codeword-generating matrix are used to generate a
corresponding codeword, a predetermined operation is per-
formed on the generated codeword and the codeword
received in (a), and the codeword encoded by the second-
order information bit is removed from the received code-
word to apply corresponding results to the first-order infor-
mation bit.

The first-order information bit’s final estimate and the
codeword-generating matrix are used to generate a corre-
sponding codeword, a predetermined operation is performed
on the generated codeword and the received codeword that
remains after performing the step (c) to remove the code-
word encoded by the first-order information bit from the
received codeword, and the remaining received codeword
after the removal is used to calculate an estimate of a
zero-order information bit.

The method further comprises after the step (e): using the
final decision values of the information bits of the respective
degrees obtained in the steps (c), (d), and (e) to calculate
reliabilities of the respective information bits, and outputting
soft decision values according to the reliabilities.

In another aspect of the present invention, in a device for
using a codeword-generating matrix, receiving an codeword
RM (Reed-Muller)-coded into a multinomial of a binary
field through a channel having continuous output values, and
using decision by majority to perform soft decision decod-
ing, an RM code soft decision decoding device using deci-
sion by majority comprises: an information estimator for
performing a multiplication operation on a predetermined bit
group of continuous codewords received through the chan-
nel to calculate an estimate group of information bits
matched with each degree; an estimate summator for sum-
mating elements of the information bit estimate value group
and generating a final decision value of the corresponding
degree’s information bit so as to perform decision by
majority on information bits of each degree estimated by the
information estimator; and a codeword decoder for using the
final decision value of the respective degrees’ information
bits generated by the estimate summator to decode the
codeword input through the channel.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and constitute a part of the specification, illustrate an
embodiment of the invention, and, together with the descrip-
tion, serve to explain the principles of the invention:

FIG. 1 shows a matrix of a codeword generation equation
of RM(2,5);
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4

FIG. 2 shows a general block diagram of a decoder
proposed by Reed; and

FIG. 3 shows a block diagram of a soft decision decoder
of RM codes using decision by majority according to a
preferred embodiment of the present invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

In the following detailed description, only the preferred
embodiment of the invention has been shown and described,
simply by way of illustration of the best mode contemplated
by the inventor(s) of carrying out the invention. As will be
realized, the invention is capable of modification in various
obvious respects, all without departing from the invention.
Accordingly, the drawings and description are to be regarded
as illustrative in nature, and not restrictive.

The present invention may be applied to block codes
encoded through all types of RM codes, and it will be
described in detail by exemplifying the codes encoded to
(32,16) second-order RM codes (referred to as RM(2,5)
hereinafter).

Also, in order to easily describe the method for perform-
ing soft decision and decoding the RM codes according to a
preferred embodiment of the present invention, a general
method for performing hard decision and decoding the RM
codes will now be described.

FIG. 1 shows a matrix of a codeword generation equation
of the RM(2,5) codes.

As shown, a block code for channel encoding has a
codeword generation matrix for codeword generation. This
codeword generation matrix 110 of second-order RM codes
includes: a vector 111 that has values of all components as
17, 274 4™ 8™ and through 2V row vectors 112 of the
Hadamard matrix; and vectors 113 each of which is gener-
ated by the product of two different row vectors.

The codeword generation matrix 110 is expressed in
Equation 1:

1 Equation 1
Vs
Gy
G= =G,
Vi —_—
- Gs
VaVs
viva

G generates the codeword ¢ as expressed in Equation 3
through a binary field matrix calculation with the 16-bit
information source vector m defined in Equation 2.

Equation 2

M=(IM0,MM5,T4, M3, T, Mys, - -+ 515)

Equation 3

¢ =1(C0s C1y +ev » C31)

=mol +msvs + ... +MV] + M5V + .. F MRV,

Go
Gy
G,

=[mg | my | my]
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where m, represents an information bit multiplied by the
vector 111 having all the component values as 1, m,; denotes
an information bit multiplied by the 2", 4%, 8" and through
2™ row vectors 112 of the Hadamard matrix, and m,
indicates an information bit multiplied by the vectors 113
generated by the product of two different vectors.

FIG. 2 shows a general decoder block diagram proposed
by Reed.

As shown, the Reed-proposed decoder comprises an
encoder unit 210 connected via a channel 220, and a decoder
unit 230.

In this instance, the encoder unit 210 comprises an
information source 211 for generating information bits, and
an encoder 212 for encoding the information bits generated
by the information source 211 into codewords.

The codewords encoded by the encoder 212 are distorted
when passing through the channel 220.

The decoder unit 230 comprises: a decision unit 234 for
performing hard decision on the codeword input through the
channel 220; an information estimator 233 for calculating an
information estimate through the codeword decided by the
decision unit 234; a decision by majority unit 232 for
performing decision by majority on the information esti-
mated by the information estimator 233; and a decoder 231
for using the information obtained through the decision by
majority performed by the decision by majority unit 232 to
decode the codeword.

Initial outputs ¢ of the encoder 212 are given as 0 and 1
in the binary symmetric channel, and they are converted into
1 and -1 in the general channel 220 by using Equation 4.

¢'=(-1)%ce{0,1} Equation 4

Since the inputs provided to the decision unit 234 through
the channel 220 have continuous values, the decision unit
234 decides the inputs to be 0 and 1 so as to perform binary
field calculation.

In this instance, the decision unit 234 decides a positive
input to be 0 and a negative input to be 1 from Equation 4.
The codeword generated by deciding the bits of the code-
word through this method is defined to be r.

The Reed method for decoding the codeword r that is
received and a hard decision is performed on it starts to
decode the codeword from the highest-order information bit
m,.

To show a basic example of the Reed decoding method,
a method for encoding first four bits of the codeword is
expressed in Equation 5.

Co~—IMg

C1 =Moo+,

My =co+cL+Cr+C3
mip =c4+cs +ce+cC7
mip =cg+cCg+cCro+cCi1
myy =Cp+C13+C1q+Cys
myy =Cl6+C17 +Ci1g +C19
myp =Cyo +Cp1 +C22 +C23

My = Co4 + Cp5 + C26 +C27

my2 = €28 + €29 + €30 +C31
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=co+cy+eq+cs
=cy+c3+ce+cC7
=cg+cg+cCip+Ci3
=cClo*c1 g tcys
=C16+C17 +C20 +C21
=cCig+Cr9+ e t+ias
M3 = Co4 +C25 +Cog +C29

my3 = C26 +C27 +C30 +C31

Coy=Mo+Hiy

C3=Mo+M (+M+1 5 Equation 5

Equation 6 is obtained by summing the four codeword
bits expressed in Equation 4.

co+cy +er+e3 = (mg)+ (mo+my) + (mo +mp) + Equation 6
(mo +my +my +myp)

= (mo +mo + mo +m0)+ (m1 +m1)+
(ma +mp) + (my2)

=my

In the like manner, summation of subsequent four bits of
the codeword is expressed in Equation 7.

Cq+Cs+ce+e7 = (mg+ms)+ (mo+my +ms+mp3)+ Equation 7

(mo +myp +mz +mp3) +

(mo +my +nmp +m3 +mp3 +my3 +m12)
= (mg +mg +my +mg) + (m +my) +

(mp +mp) + (m3 +mz +ms +ms) +

(mi3 +mu3)

=my

Eight estimates of m,, may be calculated according to the
above-noted method. Eight estimates are found using Equa-
tion 8.

mpy=co+cy+cy+c3 Equation 8
Myp =Cq+Cs5+C6+C7
My =cg+ Cg+Cro+Cy
mip =Crp +C13 +C14 +C15
myz =C16 +C17 +C18 +C19
myz =C20 +C21 +C2 +C23

myp = Caq +Co5 +C26 +Co7

My = Cog +Ca9 +C30 +C31

What is characteristic in Equation 8 is that the bits of the
codeword are used once so as to obtain m,. The above-
noted method is applied to m,, resulting in Equation 9.

Mma3 =co+Cp+cg+Cpp Equation 9
mp3 =c¢1 +c3+cog+cyq)
mp3 =c4 +C6+C12+Ci4
Moz =Cs +C7+C13+C1s
Ma3 =Cle +C1g +C2q +C26
Moz =C17 +Cr9+Co5 + 07

Ma3 = Cp0 +C22 +C2g +C30

ma3 = C21 +C23 +C29 +C31



mpyy =co+cy+cygtce
my=cy+c3+cs+cey
Mg =Cg+Cro+Ci2+C1g

mi4 =C9 +C11 +C13 +C15
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-continued

Mgy =Co+Cq+Cg+C1n
Moy =C1 +C5+Cg+Ci3
Mgy =Ca+Co+Clo+Cla

mpy =c3+c7+c1+Cis

Mizq =Co+Cp +C16+C1g
Mizq =Cp +C3+C17 +Cl9
Mizq =Cq + Co+Co0+Co2

m34 =cs+c7+c21 +C23

my4 =cle +C1g + 20+ 22 ma4 = Cle +C20 +C24 +C28

Mg =C17 +Cro+Cop +Co3 | [ Mg =C17 +Co1 +C25 +Co9

Mg = Cp4 +Co6 + Cog +C30 | | M24 = C15 +Co2 + C26 +C30

Mg = Co5 +Co7 +C29 + €31 J \Mpq =Cr9 +C23 +C27 +631

myjs =cop+cy +cg+cg mas =Cop+cC) +Clg+C17

mis =c2+c3 +cCo+ i1 mps =cp+c3+cig+Clo
mis =c4+cs +cp2+C13 mps = C4+Cs5+C0 +C21
mys =g+ C7 +C1q +C1s Mps = Ce+C7+Cp +C23
mys =Cl6 +C17 +C2q + Co5 | | M5 = Cg +Cg +Coq +Co5
Mmys =C1g +C19 + Co6 + Co7 | | M5 = Cro +C11 +C26 + C27

Mys = Cp0 +Co1 + Cog +Co9 | [ M5 =C12 +C13 + 028 +Co9

mys = €2 +C23 + C30 + €31 mas = C14 +C15 +C30 +C31

mys =co+cg +Cr6+Cy
mys =cp +co+Cr7+Cos
Mmys = Cp +Cro +Crg + o6
Mmys = C3 +C11 +Cr9 +Co7
mys = Cq +C12 +C20 +Co8
M4s = C5 +C13 +C21 +C29

Mys = Ce +C1q +C22 +C30

Mmys =07 +C15 +C23 +031

By using the above-described simultaneous equation,
information bits corresponding to the codeword distorted on
the channel 220 may be estimated. The received codeword
r is expressed in the summation of the transmitted codeword
¢ and an error pattern e of Equation 10.

r=(rory, - - r3)=(coCp - - . C3)+(eg€ey, . .. ,e3;)  Equation 10

From the above, estimates of the information bits i, ,
may be calculated as expressed in Equation 11.

1,V =rgtr a4y
D =rtrstrgtry
5P =rgtrgtr oty
P =rp e s s

5 (5=
D =rig4r g4

5 (6)—
11 O=rag+rs 1 +aptrs

m3q =Cg +C1o + C24 + C26
M3q =Cg +Cp1 +Co5 +Co7
M3q =C12 +C1q +Cog +C30

M3q =C13 +C15 +C29 +C31

Mizs = Co + Cq4 + C16 + C20
mss =cC) +¢s+c17 +C21
mss =C2 +c6+Ci18 +C22
M35 =C3+C7 +Clg+ 023
M35 =Cg +Cr2+Coq + 0o
M35 =Cg +C13+ Ca5 + o9
M35 =C1o +C14 +C26 +C30

mas =C11 +C15 +C27 +C31

50

55
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65

5 (D=
Mo =Tt a5t 6ty

Py 8)_ 1
17O =gty g+ Equation 11

Decision by majority is performed so as to obtain a final
estimate of the eight estimates of Equation 11. The decision
by majority determines a corresponding information bit
value with a greater amount, from among 0 and 1.

’ﬁlzzmaj{fﬁlz(l)afﬁlz(z)afﬁlz(S)afﬁlz(4)afﬁ12(5)Jﬁ12(6)a

i, P, &) Equation 12

When applying the decision by majority to all equations
of Equation 9, all values of the highest-order information bit
fm, of the received codeword r may be obtained. After
removing the obtained m, from the codeword r as expressed
in Equation 13, estimates of the subsequent highest-order
information bit vector m, are calculated from the remaining
codeword r'.

1h,=(tf 5,013,015, 111 5,034, 0154,001 14,0013, 101 3,111 ) Equation 13

r'=r—i,G, Equation 13
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Sixteen equations of the first bit m; of m, are expressed
in Equation 14.

my =co+cy Equation 14
my =c+c3
m) =c4+cs
m) =ce+c7
my =cg+Cy
my =cio+cn
my =cpp+ci3
my =cCi4+Cis
my =Ci6 +C17
my =cC18 +C19
my =Cy +C1
mp =Cyp +C3
my =Cp +C25
my = Cr6 +Co7
my = C8 +C29
my = C30 +C31

Simultaneous equations of all information bits of m, that
may be calculated through the above-noted method are
given in Equation 15.

M1=Copey+C 110 11€(0,2,4,6,8,10,12,14,16,18,20,22,24,
26.08,301

My=Coriy+Caiyin€e{0,1,4,5,8,9,12,13,16,17,20,21,24,
25.28,201

M3=Coriy+Cariyi3€{0,1,2,3,8,9,10,11,16,17,18,19,24,
2536271

My=CouiHCsripia€{0,1,2,3.4,5,6,7,16,17,18,19,20,21,
22,23

M5=Co,iCreriyis€{0:1,2,3,4,5,6,7,8,9,10,11,12,13,

14,15} Equation 15

Voting according to decision by majority expressed in
Equation 16 is executed from the estimates of m, obtained
from Equation 15 as shown in Equation 12.

f,=maj {I’hl(l),I’hl(z),r’hl(—”),r’hl(‘l),r’hl 5 ,I’hl(s),r’hl(7),
11,®,0,9 0,09 41, Dy 02 (3 g (04D,
m, 3 Equation 16.

When applying the decision by majority to all equations
of Equation 15, all values of the first-order information bit
f, of the received codeword r may be found. When remov-
ing the m' from the codeword r' using the method of
Equation 17, estimates of zero-order information bits m,
having all components as 1 are calculated through remaining
codewords r".

1h=(t01s, M 4,003,011 )

r=r'=1t, G, =mol+e Equation 17

The equation of the final zero-order bit is given in the first
one of Equation 18, and 1, is calculated using the second
one of Equation 18.

mo=c;~1€{0,1,2, . .. 30,31}

Equation 18

A g » "
Hg=maj{t'o, "y, - . . 1”31}

In the preferred embodiment of the present invention, a
hard decision on the continuous values input from the
channel is not performed, but a soft decision for using the
input continuous values as they are is performed. In this
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instance, since it is impossible to perform a binary field
calculation on the continuous values, the addition of the
binary field is converted into multiplication of continuous
values.

For this, when O is converted to 1, and 1 is converted to
-1, the binary field addition is substituted with a multipli-
cation of a new binary field having 1 and -1. The newly
defined binary field is required to have two numbers in the
like manner of the existing binary field configured with 0
and 1, but since the defined operation is multiplication, an
execution of multiplying continuous values generates mean-
ingful values.

The values obtained from multiplication of the continuous
values have a sign identical with that of results of binary
field multiplication using 1 and -1, they have probability
variables that may vary according to channel environments,
and their mean values are 1 and -1. Therefore, the values
thus obtained may be deemed to be reliabilities of the
respective estimate candidates.

Hence, when signs of the obtained values for decision by
majority are taken, the obtained values generate perfor-
mance identical with that of the existing Reed decoding
method, and accordingly, the values of the candidates
obtained by modifying the decision by majority are added,
and values of the corresponding information bits of the
obtained values are decided through their signs.

Through this method, when the number of assumption on
0 and 1 is the same, probability of errors that may be
generated is substantially reduced because of determination
according to respective estimates’ reliabilities. Finally
obtained soft decision values may be applied to subsequent
processes to be executed after the decoder’s process to
thereby perform repetitive decoding.

In the preferred embodiment of the present invention, a
performance-improved decoding method is provided by
substituting the general Reed decoding method with the
operation used by the Reed method through a binary field
conversion according to Equation 4.

By performing binary field conversion according to Equa-
tion 4, an addition (+) of the initial GF(2) is defined to be
product (°§) of numbers on a new binary field.

TABLE 1
A B A+B A B A°§B
0 0 0 1 1
1 0 1 -1 1 -
0 1 1 1 -1 -1
1 1 0 -1 -1

According to definitions of Table 1, equations of equation
8 may be redefined with respect to decoder inputs as shown
in Equation 19.

mi, =chcirchch Equation 19
miy = cy-c5-che
mip = cg-co-clorcyy
mip = clpCiz iy cls
My = clgCl7 Clg Clo

o
myp =C0C1 " C22°C23

o
Mmyp = C4°C25°Co6°C27

o
Mmyp = g7 C29°C30°C31
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When the definitions of operation are modified as
described above, continuous decoder input values may be
received and calculated immediately, thereby obtaining
Equation 20.

My =rg Ty 1y r3 Equation 20

,
myy =ry-rs-te 17
,

My =rg-Fo-rio- 11

,
My =r12°113 114 F15

,F € [—o0, 0], i€d{0, 1,...,31}

,
My =r16° 11718 F19

,
Myp =70 F21 ¥ 23

,
Myp =Tp4-¥25-¥26F27

,
Myp =728 ¥29¥30 1 F31

Applying the method of Equation 20 to all equations of
Equation 9 results in soft decision estimates having continu-
ous values of i,

It is required to perform decision by majority on the
calculated soft decision estimates of ,', but since the values
of the estimates are different with the probability of 1, no
decision by majority may be executed. Therefore, the deci-
sion by majority for soft decision estimates is newly defined
as expressed in Equation 21.

) Ar(2) As(BY As(d) Ar(5) As(6) Ar(T) As(8)
mlz—mal{mlz sMyy s My My s My, My, Myp -, My

8
= /(
= mpp
i=1

} Equation 21

Final soft decision estimates are obtained from Equation
21, and when applying Equation 9 to Equation 20 in the like
manner, final estimates of all bits of m,' are obtained.

Equation 22

Two decoding methods are possible through the estimates
obtained from Equation 22. The first method is to modify the
definition of the operation so as to use the Reed decoding
method. That is, the codeword corresponding to the esti-
mated bit is removed from the Reed’s decoding method as
shown in Equation 13. A subtraction operation in GF(2) is
identical with the addition operation. Therefore, the subtrac-
tion operation is performed through a relationship shown in
Table 1.

Since it is required to reproduce a codeword from the
estimated bit, the multiplication operation of GF(2) is to be
redefined to an operation on a new binary field. For this, a
new operation is defined in Equation 23.

NP Al Al Al st At AT Al Al At A
Tty = (ys, s, Mys, Ays, Mgy, Mgy, gy, g, A5, )

’
ri=r-
koeKy
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1 x>0 Equation 23
-1 x<0
0 x=0

=1

sgn(x) =

-1’
Gi=1gll) .31

ky € Ky =145, 35, 25, 15, 34, 24, 14, 23, 13, 12}

ie{0, 1,2}, je{0,...

ki€ Ky =45,4,3,2, 1}

ko € Ko =10}

The operation of Equation 13 is redefined to be Equation
24 on the basis of the definitions of Equation 23.

s st st st At At At ot s s s :
Ay = (Pis, Ps, Pys, My, Misys Mgy, MLy, i, i3, Mip)  Equation 24

(1-sgnii, g
He=re(- 1)(2k2€’<2 iy I ) ie(o ... 31

The codewords encoded by second-order information bits
through Equation 24 are removed from the input codewords.
Estimates on the first-order information bits are calculated as
expressed in Equation 25 from the result r' of Equation 24.
Equation 19 and Equation 20 are applied to Equation to
thereby calculate i1,

iy = (s, iy, iy, Ay, ) Equation 25
16 16 16 16 16
= Z A, Z A, Z w0, Z P Z o
o1 o1 o1 fy )
"= r{_(_l)(Zklekl %(I*Sgn(ﬁu’q )ng,lk)l], fe 0.1, .30

Estimation of final zero-order information bit m, is
performed with summation of all values of r",

Equation 26

The second decoding method uses the estimated soft
decision value m' to generate a codeword to be removed, and
removes the codeword from the received codeword. There-
fore, an operation on the method for removing the codeword
regenerated from the estimated information from the esti-
mated information is to be defined differently from the
method used in Equation 24 and Equation 25.

Equation 27 and Equation 28 express methods for respec-
tively using a second-order information bit th," and a first-
order information bit m,' to perform a new decoding
method. In this instance, an absolute value operation on a set
represents a calculation of a number of elements of the set.

Equation 27

1
o _y hmswlony ) [R5 oy

% .30
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-continued

~ 7 N1 Al Al Al Ad
iy = (s, My, My, Ay, M)

1
my 1 L
A=l [ el -natertnad 8T Ge o 1,
g 1K
1581

., 31

The method of Equation 26 is used to estimate .

A device for decoding RM codes through the above-
described methods will be described with reference to FIG.
3.

FIG. 3 shows a block diagram of an RM-code soft
decision decoder using decision by majority according to a
preferred embodiment of the present invention.

A shown, the RM-code soft decision decoder comprises
an encoder 310, and a decoder 330 connected to the encoder
310 through a channel 320.

Here, since the encoder 310 is matched with the encoder
210 of FIG. 2, no corresponding description will be pro-
vided.

The decoder 330 comprises an information estimator 333,
an estimate summator 332, and a codeword decoder 331.

The information estimator 333 calculates estimates of
second-order and first-order information bits related to
Equation 20.

The estimate summator 332 uses estimates of second-
order and first-order bits calculated by the information
estimator 333 to calculate summation of estimates of the
second-order and first-order information bits related to
Equation 22.

The codeword decoder 331 applies Equations 24, 25, and
26 according to the first method to summation of the
estimates calculated by the estimate summator 332, or
applies Equations 26, 27, and 28 according to the second
method to the summation to estimate a zero-order bit and
decide total codewords and information bits.

Additionally, outputs of the codeword decoder 331 may
be bit information through hard decision, but it is required
for the codeword decoder 331 to provide soft decision
outputs when it uses a channel encoding method such as
repetitive decoding. Therefore, it is needed to calculate the
reliability m" of respective information bits so as to generate
soft decision outputs, and to achieve this, additional calcu-
lation of Equation 29 is performed on results of Equations 24
through 28.

y Equation 29

s [7710 Ay
|Kyl

My }
|K2l

According to the present invention, since no hard decision
is performed on the decoder inputs, but the codewords
continuously input through a channel are directly decoded,
signs (+, —) of the codewords received through the channel
and values of the codeword inputs are used by the decoder,
thereby preventing wrong decoding because of a plurality of
bits with low reliability. That is, a function for performing
decoding with not many bits of high reliability for decision
by majority is added to the existing RM decoder.

Also, since a function for performing soft decision on all
information bits as continuous values is provided, soft-
decision performed values are provided as the decoder’s
outputs, reliability on the corresponding information bit is
calculated, and accordingly, the reliability of the information
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Equation 28

bits may be transmitted to respective devices provided to the
rear of the decoder. Hence, application of this method
enables repetitive decoding. That is, soft decision outputs of
the RM decoder are used for other decoder’s probability of
the corresponding information bit.

While this invention has been described in connection
with what is presently considered to be the most practical
and preferred embodiment, it is to be understood that the
invention is not limited to the disclosed embodiments, but,
on the contrary, is intended to cover various modifications
and equivalent arrangements included within the spirit and
scope of the appended claims.

What is claimed is:

1. A method for decoding a continuous-valued Reed-
Muller (“RM”) encoded codeword using soft decision and
decision by majority, comprising:

(a) performing a multiplication operation on a predeter-
mined bit group of the continuous-valued codeword
received through the channel, and calculating an esti-
mate group of an information bit matched with each
degree;

(b) summating elements of the information bit estimate
group and obtaining a final estimate of the information
bit of the corresponding degree so as to perform
decision by majority on the elements of the information
bit estimate group calculated in (a);

(c) using the final estimate of the information bit of each
degree obtained in (b) to generate a codeword corre-
sponding to an information bit final estimate of each
degree, and removing the generated codeword from the
codeword received in (a);

(d) repeating the step (c) for the final estimates of the
information bits of remaining degrees other than zero-
order information bits from among the final estimates
of the information bits of the respective degrees; and

(e) summating elements of codewords of results per-
formed on the final estimates of the first-order infor-
mation bit in (d) to estimate a final estimate of the
zero-order information bit.

2. The method of claim 1, wherein the codeword received
through the channel is a codeword of a second-order mono-
mial, and final estimates of the second-order and first-order
information bits are respectively obtained after performing
the steps (a) and (b).

3. The method of claim 2, wherein in (c), the second-order
information bit’s final estimate and the codeword-generating
matrix are used to generate a corresponding codeword, a
predetermined operation is performed on the generated
codeword and the codeword received in (a), and the code-
word encoded by the second-order information bit is
removed from the received codeword to apply correspond-
ing results to the first-order information bit.

4. The method of claim 3, wherein the first-order infor-
mation bit’s final estimate and the codeword-generating
matrix are used to generate a corresponding codeword, a
predetermined operation is performed on the generated
codeword and the received codeword that remains after
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performing the step (c) to remove the codeword encoded by
the first-order information bit from the received codeword,
and the remaining received codeword after the removal is
used to calculate an estimate of a zero-order information bit.

5. The method of claim 4, wherein in (d), removal of the
codeword corresponding to the final decision value of the
first-order information bit from the codeword r' generated in
(c) satisfied subsequent equations:

NN NN
Ty = (s, iy, i, iy, 1))
16 16 16 16 16

S DEIS WS WES WL

i=1 i=1 i=1 i=1 i=1

L (1-sgnti, NelH)
e =,;.(_1)(2k1el<1 ali-sweil il ) ief0,1,...,31}

where m'; represents a final decision value group of the
first-order information bits, and r" denotes a codeword
when a codeword corresponding to the final decision
value of the first-order information bit is removed from
the codeword r'.

6. The method of claim 5, wherein the final decision value
Ar', of the second-order information bit, the final decision
value i, of the first-order information bit, and the final
decision value m', of the zero-order information bit are used
to calculate the corresponding information bits” reliabilities
m" according to a subsequent equation

7y
|Kyl

” 2

m :[mo

My }
1Kl |

7. The method of claim 4, wherein in (d), removal of the
codeword corresponding to the final decision value of the
first-order information bit from the codeword r' generated in
(c) satisfies subsequent equations:

NP AT AT A At A
7y = (s, iy, i, 1y, 7))

L
K11

¥ Lielo, 1, ...

J —
P =T |

kpeky

W 1)%(1*53"(% )

m,
L (Zgi,k 1

|Kil

where m'; represents a final decision value group of the
first-order information bits, r" shows a codeword when
a codeword corresponding to the final decision value of
the first-order information bit is removed from the
codeword r', and the set K, denotes that K,={5, 4, 3, 2,
1}, and an absolute value operation on the set K,
represents a calculation of a number of elements of the

set.
8. The method of claim 3, wherein in (c), removal of the
codeword corresponding to the final estimate of the second-
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order information bit from the codeword r received in (a)
satisfies subsequent equations:

PPV Y R Y N N PV Y
Tty = (iys, Ms, Mys, Mys, Mgy, Mgy, iy, Ay, L3, 1iT)

L (1-sgning gl
’ =r;-(—1)(2"2€’<2 lt-ee kZ’Jg‘vkz], iel,1,...,31)

where m', represents a final decision value group of the
second-order information bits, r' indicates a codeword
when a codeword corresponding to the final decision
value of the second-order information bit is removed
from the code r, and

1 x>0
-1 x<0
0 x=0

sgn(x) =

(-D=1

G=lg; 1, "1,ie{0,1,2},je{0.K 31}

k,eK,={45,35,25,15,34,24,14,23,13,12}
k,eK,={5,4,3,2,1}
koeKo={0}

9. The method of claim 3, wherein in (c), removal of the
codeword corresponding to the final decision value of the
second-order information bit from the codeword r received
in (a) satisfies subsequent equations:

P R S Y N Y Y PV L)
Tty = (s, Mgs, Mg, ity s, Mgy, Mgy, Mg, iy, 5, 1)5)

I
K21
M 5 @) '1'(1*58"(”% )

2¢% —1)2 2

|K>| ( 2 )

S
denl [

kpeKp

where m', represents a final decision value group of the
second-order information bits, r' denotes a codeword
when a codeword corresponding to the final decision
value of the second-order information bit is removed
from the codeword r, and the set K, shows that K,={45,
35, 25, 15, 34, 24, 14, 23, 13, 12}, and an absolute
value operation on the set K, represents a calculation of
a number of elements of the set.

10. The method of claim 1, wherein further comprising
after the step (e): using the final decision values of the
information bits of the respective degrees obtained in the
steps (c), (d), and (e) to calculate reliabilities of the respec-
tive information bits, and outputting soft decision values
according to the reliabilities.



