where \( \tilde{R}^{n+1} \) is given by:

\[
\begin{bmatrix}
\tilde{U}_n^r & u_{r+1} & \tilde{U}_n^{r+1} \\
\tilde{U}_n^{r+1} & \tilde{U}_n^{r+1} & \\
\vdots & \vdots & \ddots \\
\tilde{U}_n^{r+1} & \tilde{U}_n^{r+1} & \tilde{U}_n^{r+1} & \tilde{U}_n^{r+1}
\end{bmatrix} \tilde{H}_n
\]

(4)

Comment on Iterative Refinement: The off-diagonal elements of the \( r+1 \) th column of \( R_2 \) and \( R_3 \) represent blurring of the two subspaces. Steps 3 and 4 work to drive these elements toward zero, thus resolving the subspaces. Together, Steps 3 and 4 constitute a single TQR step (in the case of TQR-SVD) and a single refinement step (in the case of RO-FST).

Now, recall that we started with span(\( \{V_n^r : V_{r+1}^r\} \) = span(\( \{\tilde{V}_n^r : \tilde{V}_{r+1}^r\} \)). Each algorithm then rotated these columns with the result that \( \tilde{V}_{r+1}^r = \tilde{V}_{r+1}^r \). Thus, span(\( V_n^r \)) = span(\( \tilde{V}_n^r \)) (i.e., the two algorithms compute the same subspace). Finally, note that the structure of (4) is the same as in (2). Thus, we may repeat Steps 3 and 4 to further resolve the subspaces while preserving the structure. In [1], it is shown that Steps 3 and 4 of the TQR algorithm are equivalent to an iteration of the symmetric QR algorithm. Thus, the FST refinement step is also equivalent to the symmetric QR algorithm (in terms of separating the two subspaces).

Step 5: In this final step, the off-diagonal elements of column \( r+1 \) are set to zero and the noise subspace is made spherical by reaveraging \( \tilde{\sigma}_n \).

\[
\tilde{\sigma}_n^2 = \frac{(N - r - 1)\tilde{\sigma}_n^2 + c_2^2}{N - r}
\]

All that remains now is to show that zeroing the off-diagonal elements of column \( r+1 \) does not alter the relationship between the two factorizations. To do this, carry out the multiplication on each side of (4) and consider the terms corresponding to \( \tilde{V}_{r+1}^r \)

\[
\tilde{U}_n^r \cdot \tilde{w} \cdot \tilde{V}_{r+1}^r + c_2 \cdot u_{r+1}^n \cdot \tilde{V}_{r+1}^r
\]

\[
= \tilde{U}_n^r \cdot \tilde{w} \cdot \tilde{V}_{r+1}^r + c_2 \cdot u_{r+1}^n \cdot \tilde{V}_{r+1}^r \equiv \tilde{R}_2
\]

Now, observe that setting \( w = \tilde{w} = 0 \) does not alter the equality. \( \Box \)

III. CONCLUSION

We have shown that refinement only FST (RO-FST) produces the same subspaces as the adaptive TQR-SVD algorithm, while reducing the complexity. The tradeoffs for this reduction in complexity are as follows:

1) RO-FST does not track each individual singular vector. Instead, it tracks an orthonormal basis for the subspace spanned by the dominant singular vectors. Fortunately, this is all that is necessary for projection-based methods. This includes MUSIC, projection nulling, and the great majority of high resolution methods appearing in the literature.

2) RO-FST does not explicitly estimate the full set of dominant singular values. Fortunately, this is not a serious limitation because most high resolution methods do not require knowledge of any dominant singular values unless the rank of the dominant subspace must be tracked along with its subspace. Furthermore, even in situations where the rank must be tracked, it is usually sufficient to estimate only the smallest of the dominant singular values. RO-FST can do this in only \( O(r^2) \) additional operations using a condition estimator as described in [5].
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Identification of Nonminimum Phase FIR Systems
Using the Third- and Fourth-Order Cumulants

Yoon Jeong Na, Kwang Soon Kim, Ickhoo Song, and Taehyun Kim

Abstract—An algorithm is proposed for MA system identification using the third- and fourth-order cumulants. Asymmetric non-Gaussian input and Gaussian measurement noise are assumed. Simulation results show that the proposed algorithm is useful when the characteristics of noise are not known or when the SNR is low.

I. INTRODUCTION

Various methods for the identification of MA systems using cumulants have recently been developed by many authors [1]–[8]. For example, the GM-method (Giannakis–Mendel method) was proposed in [3] and modified in [4] to overcome some deficiencies. In [6], another modified GM-method was proposed to avoid numerical ill-conditioning, and a detailed analysis of the performance of the GM-method has been presented in [7].

The GM-method and its modifications use the correlation and third-order (or fourth-order, depending on the input distribution) cumulants. Because correlation is not blind to Gaussian noise, some equations containing estimates corrupted by the Gaussian measurement noise should be discarded in these methods. As a result, the number of equations available is reduced, and the performance of these algorithms degrades when the data are corrupted by Gaussian noise. In addition, when the noise is colored Gaussian, the number of equations to be discarded increases, resulting in much degraded performance.

We present an algorithm to identify MA systems driven by independent and identically distributed (i.i.d.) non-Gaussian input. The proposed algorithm has the following properties.

1) The algorithm uses the third- and fourth-order cumulants but not the correlation.
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The algorithm is blind to Gaussian measurement noise even if it is not known whether the noise is white or colored.

3) The algorithm is useful when the characteristics of noise are not known or when the signal-to-noise ratio (SNR) is low.

II. PROBLEM DEFINITION AND ALGORITHM DERIVATION

In the MA channel model of Fig. 1, it is assumed that the channel is stable, linear, and time invariant. The output $z(k)$ is expressed as the following MA($q$) model,

$$ z(k) = y(k) + w(k) = \sum_{i=0}^{q} h(i)v(k-i) + w(k) \quad (1) $$

where $y(k)$ is the system output, $\{h(k)\}$ is the impulse response of the system with transfer function $H(z)$, and the input signal $\{v(k)\}$ is i.i.d. non-Gaussian and has an asymmetric probability density function (pdf) with $E\{v(k)\} = 0$, $\gamma_{v_0} = E\{v^2(k)\} \neq 0$, and $\gamma_{v_e} = E\{v^2(k)\} - E\{v(k)\}^2 = 0$. The measurement noise $\{w(k)\}$ is Gaussian and independent of $\{v(k)\}$. We also assume that the system order $q$ is known or has already been estimated by some methods [9]. (The problem of system order overfit [7] is not addressed in this paper.) Our objective is to estimate $h(k)$, $k = 1, 2, \ldots, q$, from the third- and fourth-order cumulants of $\{z(k)\}$.

The third- and fourth-order cumulants of $\{y(k)\}$ are

$$ c_{3,y}(m_1, m_2) = \gamma_{v_0} \sum_{i=0}^{q} h(i)h(i+m_1)h(i+m_2) \quad (2) $$

and

$$ c_{4,y}(m_1, m_2, m_3) = \gamma_{v_0} \sum_{i=0}^{q} h(i)h(i+m_1)h(i+m_2)h(i+m_3) \quad (3) $$

respectively. As in [7], these can be straightforwardly extended to complex valued systems. The third-order cumulant at lags $m$ and $m+n$ can be expressed as

$$ c_{3,y}(m, m+n) = \gamma_{v_0} \sum_{i=0}^{q} h(i)g(i+m+n) \quad (4) $$

where $g(k; n) = h(k)h(k+n)$. Let $G(z; n)$ and $C_{3,y}(z; n)$ denote the z transforms of $\{g(k; n)\}$ and $\{c_{3,y}(m, m+n)\}$, respectively, for $n = 0, 1, 2, \ldots, q$. Then, from (4) we get

$$ C_{3,y}(z; n) = \gamma_{v_0} \sum_{m=-q}^{q} h(i)g(i+m+n)z^{-m} = \gamma_{v_0} H(z^{-1})G(z;n). \quad (5) $$

Similarly, let us define the diagonal slice of the fourth-order cumulant

$$ d_{4,y}(m) = c_{4,y}(m, m, m) = \gamma_{v_0} \sum_{i=0}^{q} h(i)h^3(i+m) \quad (6) $$

Then, the z transform of $\{d_{4,y}(m)\}$ is

$$ C_{4,y}(z) = \gamma_{v_0} \sum_{m=-q}^{q} h(i)h^3(i+m)z^{-m} = \gamma_{v_0} H(z^{-1})H^3(z) \quad (7) $$

where $H^3(z)$ is the z transform of $\{h^3(k)\}$. By eliminating $H(z^{-1})$ from (5) and (7), we have

$$ C_{3,y}(z; n)H^3(z) + \epsilon C_{4,y}(z)G(z;n) = 0 \quad (8) $$

where $\epsilon \triangleq -\gamma_{v_0}/\gamma_{v_0}$ When $n = 0$, (8) reduces to

$$ C_{3,y}(z; 0)H^3(z) + \epsilon C_{4,y}(z)H^3(z) = 0 \quad (9) $$

where $H^3(z) = G(z; 0)$ denotes the $z$ transform of $\{h^3(k)\}$. The inverse $z$ transform of $C_{3,y}(z; 0)$, $d_{3,y}(m) \triangleq c_{3,y}(m, m, m)$, is called the diagonal slice of the third-order cumulant. Using the definition of $z$ transform, we can write (9) as

$$ \left( \sum_{i=0}^{q} h^3(i)z^{-i} \right) \cdot \left( \sum_{m=-q}^{q} d_{3,y}(m)z^{-m} \right) + \epsilon \cdot \left( \sum_{i=0}^{q} h^3(i)z^{-i} \right) \cdot \left( \sum_{m=-q}^{q} d_{4,y}(m)z^{-m} \right) = 0. \quad (10) $$

$$ x \approx \epsilon eh^3(1)eh^3(2) \cdots eh^3(q)h^3(2)h^3(2) \cdots h^3(q)eh^3(q)' $$

$$ b = [d_{3,y}(-q) \quad d_{3,y}(-q+1) \quad \cdots \quad d_{3,y}(q) \quad \cdots \quad 0 \quad 0 \quad \cdots \quad d_{3,y}(q) \quad \cdots \quad 0 \quad 0 \quad \cdots \quad d_{3,y}(0, q) \quad 0 \quad \cdots \quad 0] $$

$$ A = \begin{bmatrix} A_1 \\ A_2 \end{bmatrix} $$

$$ A_1 = \begin{bmatrix} d_{4,y}(-q) & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 \\ d_{4,y}(-q+1) & d_{4,y}(-q) & \cdots & 0 & d_{3,y}(-q) & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\ d_{4,y}(0) & d_{4,y}(-1) & \cdots & d_{4,y}(-q) & d_{3,y}(-1) & \cdots & d_{3,y}(-q) & 0 \\ d_{4,y}(q) & d_{4,y}(q-1) & \cdots & d_{4,y}(q-1) & d_{3,y}(q-1) & \cdots & d_{3,y}(q-1) & 0 \\ 0 & d_{4,y}(q) & \cdots & d_{4,y}(q) & d_{3,y}(q) & \cdots & d_{3,y}(q) & 0 \\ 0 & 0 & \cdots & 0 & d_{4,y}(2) & \cdots & d_{4,y}(2) & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & d_{4,y}(q) & \cdots & 0 & d_{3,y}(q) \end{bmatrix} $$
Without loss of generality, we take \( h(0) = 1 \). Then, we obtain from (10)

\[
\sum_{i=1}^{q} h^2(i) d_{i,q}(l-i) + \sum_{i=1}^{q} \epsilon h^2(i) d_{i,q}(l-i) = -d_{i,q}(l), \quad \text{for } q \leq l \leq 2q.
\]  

(11)

Since this system of \( 3q+1 \) equations alone does not produce a unique least square solution to the \( 2q+1 \) unknown variables \( \epsilon, e h^2(k), k = 1, 2, \cdots, q \) when the nonzero coefficients of the MA system are all unity, let us obtain more equations.

If we let \( n = q \) in (8), and then take the same steps as when \( n = 0 \), we get

\[
\sum_{i=1}^{q} h^2(i) c_{3,q}(i-l,q) + \epsilon h^2(i) d_{i,q}(l) = -c_{3,q}(l-i,q), \quad \text{for } q \leq l \leq q
\]  

(12)

where we used the fact that \( c_{3,q}(i-l,q-i+l,q) = c_{3,q}(i-l,q) \). Note that to use the third- and fourth-order cumulants simultaneously, the input sequence is assumed to be asymmetrically distributed; otherwise, the proposed algorithm may be used after some transformation [11] of the input sequence. Combining (11) and (12), we get the desired system of \( 5q+2 \) equations for \( 2q+2 \) unknown variables

\[
\mathbf{Ax} = \mathbf{b}
\]  

(13)

where the first group of equalities at the bottom of the previous page are a \((3q+1) \times (2q+2)\) matrix, and \( A_2 \), as given at the bottom of the page, is a \((2q+1) \times (2q+2)\) matrix.

Since \( A \) has full rank \( 2q+2 \) as shown in the Appendix, the unique least squares solution of (13) is

\[
\hat{x} = -A^T A \hat{h}.
\]  

(14)

Here, \( h^2(k) \) and \( e h^2(k) \) are treated to be independent as in [3], [4], [6], although there might exist some problems as described in [7]. Since the estimates of \( h^2(k) \) do not tell us the sign of \( h(k) \) and the division by the estimate of \( \epsilon \) as a process of obtaining the estimates of \( h^2(k) \) may give rise to a very large magnitude of estimates when \( \epsilon \) is estimated to have small absolute value, we will take

\[
\hat{h}(k) = \frac{1}{2} \sqrt{\hat{h}^2(k)}
\]  

(15)

as the estimate of \( h(k) \).

When Gaussian measurement noise \( w(k) \) is added to \( y(k) \), we can still use (14) by replacing the third- and fourth-order cumulants of \( y(k) \) with those of \( z(k) \), because \( c_{3,q}(m_1,m_2) = c_{3,q}(z(m_1,m_2) \) and \( c_{4,q}(m_1,m_2,m_3) = c_{4,q}(z(m_1,m_2,m_3)) \). This is the advantage of the proposed method: note that the algorithms using autocorrelation may be affected significantly by Gaussian measurement noise, because \( c_{3,q}(m) = c_{3,q}(z(m)) + c_{2,w}(m) \).

\[
A_2 = \begin{bmatrix}
0 & \cdots & 0 & 0 & 0 & d_{4,q}(-q) \\
0 & \cdots & c_{3,q}(q,q) & 0 & 0 & d_{4,q}(-q+1) \\
0 & \cdots & c_{3,q}(q-g_1,q) & c_{3,q}(q,q) & 0 & d_{4,q}(-q+2) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & c_{3,q}(1,q) & c_{3,q}(2,q) & d_{4,q}(q) \\
0 & \cdots & c_{3,q}(0,q) & c_{3,q}(1,q) & c_{3,q}(q-1,q) & d_{4,q}(1) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & c_{3,q}(q-g_1+1,q) & c_{3,q}(q-g_2+1,q) & d_{4,q}(q)
\end{bmatrix}
\]
III. SIMULATION RESULTS

Under various noise environments, the proposed algorithm is compared with the \( C(q, k) \), GMT1 [4], and GMT2 [5] methods. The \( C(q, k) \) method estimates the parameters of MA systems from cumulants with a simple calculation [1]. The GMT1 and GMT2 methods use the second- and third-order (or fourth-order depending on the input distribution) cumulants.

As the input sequence \( \{ e(k) \} \), an independently exponentially distributed zero-mean random sequence \( \sigma_e^2 = 1, \gamma_{2, e} = 2, \) and \( \gamma_{4, e} = 0 \) was generated, and Gaussian measurement noise was added to the system output. We performed 30 Monte Carlo (MC) runs for each of the examples, where 5120 data were used to estimate the third- and fourth-order cumulants for each run.

Tables I and II show the true and estimated MA parameters and the standard deviation \( \sigma \) of the estimated parameters. The SNR was defined as

\[
 SNR = 10 \log_{10} \left( \frac{\sum_{i=1}^{P} h(t)^2(i)}{\sum_{i=1}^{P} w^2(t)} \right).
\]  

When it is known that the noise is a colored Gaussian MA (p) sequence, where \( p \leq q = \left[ \frac{(q-1)}{2} \right] \), the GMT1 and GMT2 methods can produce consistent estimates after discarding some equations, resulting in much degraded performance. If \( p > q \), however, there is no way to obtain consistent estimates in the GMT1 and GMT2 methods. On the contrary, the proposed method gives consistent estimates in this case also. The colored noise sequences used in the following examples were generated to satisfy \( p > q \). Therefore, we considered the GMT1 and GMT2 methods operating in noise-free (NF) and white-Gaussian (WG) noise cases.

**Example 1:** The true MA system is

\[
y(k) = v(k) - 1.4v(k-1) + 0.98v(k-2)
\]

to which were added at 0.7 ± 0.7i, and the colored measurement noise is generated by

\[ w(k) = e(k) + 0.5e(k-1) - 0.25e(k-2), \]

where \( e(k) \) is i.i.d. Gaussian. Results from an MC experiment are given in Table I. In Table I, (NF) and (WG) in the columns of GMT1 and GMT2 mean that these methods are used assuming the noise-free and white-Gaussian noise environment, respectively. The GMT1 method sometimes becomes unstable and produces estimates with very large magnitude; the main motivation of the GMT2 method was to overcome such instability [5]. Table I shows that the performance of the GMT1 and GMT2 methods depends significantly on the knowledge of the noise environment. On the contrary, the proposed method shows consistent performance without having to assume a priori knowledge of noise environment. In addition, when the noise is colored, the GMT1 and GMT2 methods are quite affected; the
proposed algorithm is less affected than the GMT1 or GMT2 methods for colored noise.

Example 2: The true MA system is

\[ y(k) = w(k) + 0.9v(k-1) + 0.79v(k-2) - 0.745v(k-3) \]

with zeros at 0.5 and \(-0.7 \pm i\), and the colored measurement noise is generated by

\[ w(k) = e(k) + 0.5e(k-1) - 0.25e(k-2) + 0.5e(k-3). \]

Results from an MC experiment are given in Table II. In Example 2, we can make observations similar to those made in Example 1.

Normally, more number of data and MC runs are necessary to analyze the performance of the proposed method than for other methods. The proposed method is more useful for colored Gaussian, low SNR, asymmetric input, large data sample, and no channel diversity. (An application of the second order statistic for channel diversity environment has recently been investigated in [11] and [12]).

IV. CONCLUDING REMARKS

A cumulant-based method with which we can identify MA systems was considered. The proposed algorithm uses the third- and fourth-order cumulants simultaneously at the expense of a large number of data and more processing time. The input sequence was assumed to have asymmetric pdf when the input sequence is symmetrically distributed, the proposed algorithm may be used after some transformation of the input sequence.

Simulation results showed that the proposed algorithm was more useful than the other methods: the proposed algorithm showed satisfactory performance that did not depend on the knowledge of whether the measurement noise was white or colored Gaussian.
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Fourth-Order Criteria for Blind Sources Separation

A. Mansour and C. Jutten

Abstract—Various criteria based on contrast functions as well as higher order statistics are used for solving the problem of blind separation of sources. In this correspondence, for the case of instantaneous mixtures of two sources, it is proved that the minimization or the cancellation of a reality simple criterion, a fourth-order cross-cumulant, leads to a set of solutions whose spurious ones can be simply cancelled by using a decorrelation.

I. INTRODUCTION

A. Problem Description

The problem of blind separation of independent sources consists in retrieving the sources from the observation of unknown mixtures of the unknown sources. It is only assumed that the sources are non-Gaussian, and not necessarily i.i.d., otherwise solutions based on second-order statistics are possible [1], [2]. Separation of sources

APPENDIX

Let us first rewrite \( A \) as

\[
A = \begin{bmatrix}
A_1 \\
A_2
\end{bmatrix} = 
\begin{bmatrix}
D_4 & D_3 \\
D_2 & C_3
\end{bmatrix}
\]

where

\[
A_1 = [D_4 D_3], \quad A_2 = [D_3 C_3],
\]

\[
D_4 = 
\begin{bmatrix}
d_{4,4}(-q) & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
d_{4,4}(q) & d_{4,4}(q-1) & \ldots & d_{4,4}(0) \\
0 & d_{4,4}(q) & \ldots & d_{4,4}(1) \\
0 & 0 & \ldots & d_{4,4}(2) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & d_{4,4}(q)
\end{bmatrix}
\]

is a \((3q+1) \times (q+1)\) matrix and \(D_2\) is the all-zero \((2q+1) \times (q+1)\) matrix. It is easy to see that the ranks of \(D_4\) and \(C_3\) are both \(q+1\). Thus, the rank of \(A\) is \(2q+2\).
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