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Abstract

In this paper, we consider a discrete-time random signal detection problem under the presence of

additive noise exhibiting weak dependence. We derive the test statistic of the locally optimum

detector under a weakly dependent noise model. The performance charactenstic of the locally

optimum detector is analyzed and compared with that of the square-law detector in terms of

asymptotic relative efficiency.

1 Introduction

The signal detection problem in noisy observations has
been considered in many previous studies. Among the
various signal detection problems, weak signal detection
has been of much interest in detection theory and apph-
cations. Among the investigations on locally optimum

detectors are those considered in [1}-[4].

It has been commonly assumed that the additive noise
samples are statistically independent. In practice, how-
ever, the assumption is often violated, and the optimum
detectors designed under the assumption are no longer
optimum in practice. Thus, investigations on signal de-
tection in dependent noise are required. Among the in-
vestigations on the detection problem under various de-
pendent noise models are those in [5])-[7]. In these studies,
however, detection schemes only for known signals were

considered.

In this paper, we will investigate the locally optimum

detection for random signals under a weakly dependent
noise model. The weakly dependent noise will be mod-

eled as the first order moving average of an 1.1.d. random

pProcess.

2 QObservation Model

In this paper, we will consider the detection problem of
discrete-time random signals in weakly dependent noise
environment. Let Hg be the null hypothesis and H; be
the alternative hypothesis. Then, the observation model

can be written as

Ho : Xi = Wi,
H{: X; = 0s; + Wi,

t=12,---,m,
(1)

§ = 112!”'lnl

where {X;} are the observations, {1¥;} are the weakly de-
pendent noise components, 8 is a signal strength param-
eter, {s;} are the random signal components with mean
zero and variance {¢?}. Then, the detection problem be-

comes the problem of hypotheses decision based on the n
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observations, {X;}.
Weakly dependent noise can generally be modeled by

the Volterra expansion [8]. This model, however, is almost
intractable to handle because of the infinitely many terms
of the expansion. In this paper, we will assume that the
weakly dependent noise W;,1=1,2, -. -, 1t are the moving

average (MA) of i.1.d. random variables,
Wi=¢e; + pe;_u;_o, (2)

where ¢;, 1 = 1,2,---,n are i.1.d. random variables with
common pdf f., which is even symmetric with bounded
continuous derivatives and satisfies the regularity condi-
tion {1). Here, p is called the dependence parameter de-
termining the correlation coefficient of W;, and u; is the
unit step sequence.

Let X, w, e and s be the n-tuple vectors representing

(31132:”'1311)1 (W].:W'Z: "',Wn), (81152,"',6“), and

n

(s1,82,--+,8,), respectively, and fulw), fele} = Ilizy
fe(ei), and f,(s) be the pdfs of w, e, and s, respectively.

Then, we have

fu(w) fe(WL) fo(Wo — pW4) - --
feWan —pWas1 + -+ (—p)*~1W))

Je(Xa — 8s1) fe(X2 — 852 — p(Xy — 05,)) -
Je(Xn — pXa1 + (—p)" "1 X,

~0(sn — psp—-1+---+{—p)" " 's5y)

er(Y; — 9"3:')

=1

where Y; = 5320 (~p)* Xick, ¢ = Tio(~0)*sick, ¥ =
(YhY?: T ':Yn): and ¢ = (cliczi h 'cﬂ)'

i

|

3 The Locally Optimum Detector

Let us define

$(X]8) = . fu(X — 0s)f,(s)ds, (4)

where R™ is the set of all n-tuples of real numbers. Then,

the locally optimum (LO) test statistic is (1]
d“¢gxIa)l
dév 80

Tro(X) = T e(X[0) (5)

where v 1s the order of the first nonzero derivative of
¢(X|0) at 8 = 0.
From (3) and (4), it is easily seen that

d24(X|6) B d*fe (Y — b¢)
_J-ar =0 - /" ) _dgﬁ #=0 f!‘(i)dﬁ
= fg(Z)fg(i) [E z GiCj-
R® =1 j=1,j%i
gro(Yi)gro(Y;) D C.?hLo(Yi)J ds
i=1
(6)
and
¢(X[0) = e fe(Y)fs(s)ds
— fg(z.)r (7

~fi(2)/fe(z) and hio(z) =
fS(z)/fe(x). Then, the LO test statistic can be obtained

where gro(z) =

as

2. 2. Eidacs}oro(Yigro(¥))

t=1 y=1,57¢

+Y " E, {cBhro(Yi), (8)

t1=1

Tro(Y) =

where E,{-} is the expectation over s.

4 Performance Analysis

In this section, we will analyze the performance charac-
teristics of the LO detector under the weakly dependent
noise model. The performance of the LO detector will
be compared with that of the square-law (SQ) detector

whose test statistic is
5 |
Tsq =) X} (9)
1=1

Theorem 1 The efficacy of the LO detector is

fr0 = 21(f) [(E2e.0)) - (EX)]
+5(£.) (BX(). (10)
where
(Bite9) = Jim 3133 Bifenes)

i=1 5=1
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lim 2335 Qnial-n)-

i=1 3=1k=1i=1

QnJJ(—P)f.(f ra(k, 1), (11)
(E_.'T_'(g.’)> = lim ;ZE’{C’}
= nlirgnZZZZQ4,;,;kl( -p) -
1=] yj=1k=1i=1
re(, 5)r. (K, 1), (12)
hy = [ (’}(‘”)’) f(y)dy, (13)
o = [ (’}((‘;’) Fw)dy, (14)
Q?.I'J('r) —_ (xl max{f j)—i=§ _ £2n-i—j+2)/(l _ .‘l:!),
(15)
Qaijrulz) = (z4mlx(i.j,k,!‘_)—i-r{'-k-l_
:4n-i’-j-k-l+1)/(1 _ :4)’ (15)
and
r,(i,7) = E,{sis;j}. (17)

Theorem 2 The efficacy of the SQ detector 1s

4 ((1 - 2%) (Eo(c®) + 20 (Eils,9)))°

tsa 1+ p?mq — (1 - p?)?08
(18)
where
(Ey(c')) = Jim ,,ZE {ei)
— nllrnc}o - ZZQ?IJ(HP),‘I(‘ ), (19)
(Eols,c)) = n‘L“;,,ZE'{"*"'-I}
— ﬂlLH;;ZZ( P);-J_lrl(‘d) (20)
i=1 5=1
mg = j-x‘fﬁ(:)d:, (21)
and
2
= ([neas) (22)

The proofs of Theorem 1 and 2 are shown in [9].
Now, let us consider some examples to show the asymp-
totic performance of the locally optimum detector more

explicitly.

ARE: Example 1
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Figure 1: ARELosq for various values of p when the

noise is the first order MA of an i.i.d. Gaussian process.

Example 1. Let the covariance function be r,(i, j) =
rli=3l where 0 < |r] < 1 and fe(z) =
can obtain /1(f.) =1, I2(fe) =2, ms =3, 08 =1,

-:’
#e 3. Then, we

(s2e0) = Grmptepric ®
(B2cY) = F%’"’“;ﬂ?if' (24)
(Be) = G 1,_)'(?1 po (25)
(Ef2.9) = 135 (26)
and
K(pr) = (140 r)(1-75)(1-5")
+2(r — p)*(L + pr)*. (27)

Then, from Theorems 1 and 2, the AREL0,sqQ 1S

(1 pr)(1 + 49" + p7)K(p.T)

A= AP+

ARE;0sq9 =

Example 2. Let the covariance function be r,(i,j) =

rli-il where 0 < |r} < 1 and f.(z) = ‘(1_-5-;?75' Then,

we can obtain I;{f.) = 3, I (fe) = %, my = %’%'-, and

of = '—;-, Then, from Theorems 1 and 2, the AREr0.s5q

1S
xi(4 + 13p° + 4p*)
T 2025 "
( 10(1 — pr) K {p, r)
(14 pr)3(1 — p?)3(1 —r?)
(1 -pr)? )
(1-p2)2(1 +pr)?/

AREL0,5Qq =

(29)
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ARE: Example 2

7 —r—. Y
— p=-02
&t L p==0.1_
=4 p=0 ;
35 .\, & p=01
T 30_2 :
2 T
T N
<
3 .
eI Ly ,_rm-:..rﬂe..-

05 o )

Figure 2: ARE; ¢ sq for various values of p when the
noise is the first order MA of the i.i.d. symmetric logistic

process.

In Figs. 1 and 2, the ARE [ 5@ derived in the two
examples are plotted for various values of p when the ad-
ditive noise is the first order MA of an i.t.d. Gaussian
process and an i.1.d. symmetric logistic process, respec-

tively.

5 Concluding Remark

In this paper, we considered the locally optimum detec-
tion of random signals in additive weakly dependent noise.
The test statistic of the locally optimum detector for ran-
dom signals in weakly dependent noise was derived and
the asymptotic performance of the locally optimum detec-
tor was analyzed and compared to that of the square-law

detector.
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