Abstract: Large-scale cloud radio access network (LS-CRAN) is a highly promising next-generation cellular network architecture whereby many base stations (BSs) equipped with a massive antenna array are connected to a cloud-computing based central processor unit via digital front/backhaul links. This paper studies the asymptotic behavior of downlink (DL) performance of a LS-CRAN. As an asymptotic performance measure, the scaling exponent of the signal-to-interference-plus-noise-ratio (SINR) is derived for interference-free (IF), maximum-ratio transmission (MRT), and zero-forcing (ZF) operations. Our asymptotic analysis reveals four fundamental operating regimes and the performances of both MRT and ZF operations are fundamentally limited by the UL transmit power for estimating user’s channel state information, not the DL transmit power. We obtain the conditions that MRT or ZF operation becomes interference-free, i.e., order-optimal. As higher UL transmit power is provided, more users can be associated and the data rate per user can be increased simultaneously while keeping the order-optimality.

Index Terms: Asymptotic performance, cloud-RAN, massive-MIMO, ultra-dense network.

I. INTRODUCTION

Recently, mobile data traffic is explosively and continuously rising due to smart phone and tablet users and it is expected that next-generation (i.e., the 5th generation) cellular networks will offer a 1000x increase in network capacity as well as a 1000x increase in energy-efficiency in the following decade to meet such an excessively high user demand [1]. The most prominent method to increase the network capacity is the network densification [2] by either implementing more antennas at base stations (BSs) called large-scale antenna system (LSAS) [3] or adding more small cells at hot spot areas called ultra-dense network (UDN) [4]. By using a lot of antennas at each BS, the LSAS can exploit massive spatial dimension to generate a sharp beam and thus it can provide higher spectral efficiency and also lower power consumption [5]. However, the performance of the LSAS is highly limited by the accuracy of channel state information (CSI) and varies over the geographical locations of users. On the other hand, an UDN exploits spatial reuse obtained from deploying more small BSs so that it can offer geographically uniform performance to each user due to the reduction of the access distance between users and BSs [6], [7]. However, its performance is limited by uncoordinated out-of-cell interference so that an efficient interference management is a key challenge for an UDN, while managing the costs in terms of the front/backhaul overhead and computational complexity for a network operator.

Large-scale cloud radio access network (LS-CRAN) is recently regarded as a novel wireless cellular network architecture to unify the above two architectures and is able to implement the interference handling mechanisms introduced for the long-term evolution (LTE) or LTE-Advanced, such as the enhanced inter-cell interference coordination [8] and the coordinated multi-point transmission [9], [10]. In the LS-CRAN, lots of BSs each with a massive antenna array are connected to a virtualized central processing unit (CPU) via dedicated front/backhaul link and some of the baseband processing functionality of each BS is migrated to the CPU. As a result, it is expected that the performance of the LS-CRAN is much higher than that of a conventional network.

Although the performance of an LS-CRAN has been widely investigated in literature [9], [11] via simulations, an intuitive analytic result considering practical limitations is not available yet. The exact distribution of the signal-to-interference-plus-noise ratio (SINR) of the MRT or ZF operation is derived in [12] for the case of two distributed BSs and its Laplace approximated distribution is derived in [13] for a general LS-CRAN. In [14], a simpler form of the SINR distribution is derived by approximating the SINR as a Gamma random variable. As parallel works, the average achievable rate of the MRT or ZF operation is derived in [15] for a single BS case and in [16] for the case of fully-distributed or fully-colocated antennas as a function of the BS and user locations. In order to understand the network behavior more intuitively, stochastic geometry has been recently adopted to remove such dependency and describe important network metrics in a probabilistic way. In [17]–[19], the SINR distributions of cooperative transmission schemes are provided by adopting stochastic geometry, but the analysis resorts on multiple numerical integrals. In [20], an asymptotic analysis on the tail of the SINR distribution is provided by applying large-deviation theory and stochastic geometry. In [21], the average achievable rate of the MRT and ZF successive interference cancellation is investigated and its scaling laws are obtained in a dense random network with multiple receive antennas.

The main objective of this paper is to characterize the asymptotic behavior of the LS-CRAN. The scaling exponents of the signal-to-interference-plus-noise ratio (SINR) defined and
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droved as a function of the numbers of BSs, BS antennas, and single-antenna users, and the UL/DL transmit power for the interference-free (IF), MRT, and ZF operations, which are stated in Theorems 1–3. Based on the derived scaling exponents, four fundamental regimes are distinguished according to the UL transmit power (or the CSI acquisition error): (i) The extremely high (UL transmission) power regime \((\mathcal{H})\), (ii) the high power regime \((\mathcal{H})\), (iii) the medium power regime \((\mathcal{M})\), and (iv) the low power regime \((\mathcal{L})\). The scaling exponents of the three operations are derived according to the four regimes with insightful discussions.

The reminder of this paper is organized as follows. In Section II, the LS-CRAN system model is described and the scaling exponent of the SINR is defined as a network performance measure. Section III provides some candidate operations suitable for practical implementation and the corresponding scaling exponents are analyzed to provide an intuitive understanding on the LS-CRAN in Section IV. Finally, conclusion is given in Section V.

Matrices and vectors are respectively denoted by boldface uppercase and lowercase characters. The superscript \((\cdot)^T\) and \((\cdot)^\dagger\) denote the conjugate transpose and conjugate transpose, respectively. \(|\cdot|, [\cdot], E[\cdot], \text{Tr}[\cdot]\), and \(\delta(\cdot)\) stand for the cardinality of a set, statistical expectation, trace of a square matrix, and Kronecker delta function, respectively. Also, \(1_{A \times 1}\) and \(0_{A \times 1}\) are the \(A \times 1\) all one vector and all zero vector, respectively. Further, \(\text{diag}(a_1, a_2, \cdots, a_n)\) denotes the diagonal matrix whose \((k,k)\)th element is \(a_k\), and \(\mathcal{CN}(\mu, \sigma^2)\) denotes the circularly symmetric complex Gaussian distribution with mean \(\mu\) and variance \(\sigma^2\). For a \(C \times 1\) vector \(x_{ab} = [x_{ab}]_{a=1, b=1}^{A,B}\) denotes the \(AC \times B\) matrix \(\left[ [x_{11}]^H, \cdots, [x_{AB}]^H, [x_{12}]^H, \cdots, [x_{AB}]^H \right]^H\).

In this paper, we only deal with a scaling exponent, \(s\), of a random measure, \(f(n)\), as \(n \to \infty\) in a probabilistic sense, which is mathematically defined as follows. The scaling exponent of \(f(n)\) is \(s\) in probability if

\[
\lim_{n \to \infty} \operatorname{Pr}\left( \left| \frac{\log f(n)}{\log n} - s \right| < \epsilon \right) = 1,
\]

holds for any positive finite \(\epsilon\). Also, \(s = \pm \infty\) is used if

\[
\lim_{n \to \infty} \operatorname{Pr}\left( \left| \frac{\log f(n)}{\log n} \right| > t \right) = 1
\]

for any finite \(t\). Let \(s\) and \(t\) be the scaling exponents of \(f(n)\) and \(g(n)\), respectively. Then, the following modified order notations are used through this paper.

1) \(f(n) = o(g(n))\) or \(f(n) \ll g(n)\), if \(s < t\),
2) \(f(n) = O(g(n))\), if \(s \leq t\),
3) \(f(n) = \omega(g(n))\) or \(f(n) \gg g(n)\), if \(s > t\),
4) \(f(n) = \Theta(g(n))\), if \(s \geq t\), and
5) \(f(n) = \Theta(g(n))\) or \(f(n) \approx g(n)\), if \(s = t\).

II. SYSTEM MODEL

Consider an LS-CRAN system as illustrated in Fig. 1 (a). Suppose that \(L\) BSs with \(M\) antennas and \(K\) users with a single antenna are uniformly distributed on a finite region \(\mathcal{R}\). The sets of BSs and users are denoted as \(\mathcal{X} = \{X_1, X_2, \cdots, X_L\}\) and \(\mathcal{U} = \{U_1, U_2, \cdots, U_K\}\), respectively, and they are assumed to be independent homogeneous Poisson point processes (PPPs) over \(\mathcal{R}\).\(^1\) With a slight abuse of notations, \(X_l\) and \(U_k\) are used as the locations of BS \(l\) and user \(k\), respectively. It is assumed that each user is associated with neighboring BSs and the set of the BSs serving user \(k\) is defined as

\[
\mathcal{X}_k = \{X_l \in \mathcal{X} | |X_l - X_k| \leq R_a\},
\]

where \(R_a\) is the association range and the set of users associated with BS \(l\) is denoted as \(\mathcal{U}_l = \{U_k \in \mathcal{U} | X_l \in \mathcal{X}_k\}\). To guarantee each user is served by at least one BS, \(\mathcal{X}_k\) needs to be not empty for all \(k\). Note that \(\mathcal{U}_l\) and \(\mathcal{U}_k\) are not necessarily disjoint and typical users are associated with multiple BSs for being served cooperatively. In this paper, a network is called fully associated, if \(\mathcal{X}_k = \mathcal{X}\) for all \(k\). Otherwise, the network is called partially associated.

The BSs are connected to the CPU via high-speed dedicated front/backhaul link for enabling a cooperative transmission operation. For inter-signaling between the BSs and the CPU, the sets of front/backhaul information are defined as \(\mathcal{F}_l\) and \(\mathcal{B}_l\),

\(^1\)Typical BS deployment in practice would be better represented by a point process with a mutual interaction. However, such a mutual interaction typically becomes weaker as a deployment becomes denser and more random so that an asymptotic analysis using a PPP assumption is not only mathematically tractable but also enough for capturing good insights on the asymptotic behaviors of large networks.
where $\mathcal{F}_i$ is the fronthaul information set (from CPU to BS $l$) and $\mathcal{B}_l$ is the backhaul information set (from BS $l$ to CPU). The elements of $\mathcal{F}_i$ and $\mathcal{B}_l$ are closely related according to a specific transmission operation, which will be described in Section III.

The DL frame structure operating in time-division duplex (TDD) mode is shown in Fig. 1(b) and has three phases as follows. UL training (UT) phase, non-cooperative data transmission (DT) phase, and cooperative data transmission (CMDT). In the UT-phase, the instantaneous CSI of each user is estimated by receiving user’s pilot (or reference) signal at each associated BS independently. After the UT-phase, the non-cooperative DT-phase is performed first and followed by the cooperative DT-phase. In the non-cooperative DT-phase, each BS separately transmits the data symbols to the associated users without any front/backhaul exchange. In the cooperative DT-phase, the BSs jointly transmit the data symbols to the associated users with the aid of the exchanged information via the front/backhaul link. For simplicity, the cooperative DT-phase is only focused in this paper.

Let $g_{lk}^H$ denote the $1 \times M$ flat-fading DL channel vector from BS $l$ to user $k$, which can be written as

$$g_{lk}^H = \sqrt{\beta_{lk}} h_{lk}^H,$$

(3)

where $h_{lk} \in \mathbb{C}^{M \times 1}$ is the short-term CSI whose elements are independent and identically distributed (i.i.d.) $CN(0,1)$ and $\beta_{lk} (\geq 0)$ is the long-term CSI corresponding with path-loss and shadowing. The long-term CSI between BS $l$ and user $k$ is modelled as $\beta_{lk} = |X_l - U_k|^{-\alpha}$, where $\alpha (> 2)$ is the wireless channel path-loss exponent.\(^2\)

It is assumed that the short-term CSI of each user remains constant within a given frame but independent across different frames, while the long-term CSI does not vary during a much longer interval. Further, it is assumed that the long-term CSIs among all BSs and users are perfectly known at the CPU through an infrequent feedback with a negligible overhead. Additionally, we assume perfect TDD reciprocity calibration so that the UL channel vector is just a transpose of the DL channel vector (i.e., the UL channel vector from user $k$ to BS $l$ is denoted as $g_{lk}^H$).

Let $s = [s_1, \cdots, s_K]^T$ be the $K \times 1$ information symbol vector with $E[ss^H] = I_K$, where $s_k$ denotes the information symbol for user $k$. Let $x = [x_1^T, \cdots, x_K^T]^T$ be the $LM \times 1$ global transmitted signal vector, where $x_k$ is the local transmitted signal vector of BS $l$, given by

$$x = F^T (Q^T)^{-\frac{1}{2}} s,$$

(4)

where $Q^T \triangleq \text{diag}(Q_1^T, \cdots, Q_K^T)$ denotes the $K \times K$ power allocation matrix and $Q_k^T (\geq 0)$ denotes the power allocated to user $k$. $F^T = [f_{lk, k=1}^T L_k, l=1, k=1, \cdots, L_k]$ denotes the $LM \times K$ precoding matrix and $f_{lk}^T$ denotes the $M \times 1$ precoding vector of user $k$ for BS $l$, and $T$ denotes the cooperative transmission operation used in the LS-CRAN. Since the BS serves the associated users only, $f_{lk}^T = \theta_{M \times 1}$ for $\forall X_l \in \mathcal{X}_k$ (or equivalently $\forall U_k \in \mathcal{U}_l$). Note that the transmitted signal vector of BS $l$ can be written by $x_l = \sum_{U_j \in \mathcal{U}_l} f_{lj}^T \sqrt{Q_j^T s_j}$. Then, the DL transmit power for user $j$, $P_{j}^{\text{dl}}$, is given as

$$P_{j}^{\text{dl}} = Q_j^T \sum_{X_{l} \in \mathcal{X}_j} \|f_{lj}^T\|^2,$$

(5)

and the total DL transmit power is given by $P_{\text{total}}^{\text{dl}} \triangleq \sum_{U_j \in \mathcal{U}_l} P_{j}^{\text{dl}}$. Let $y \triangleq [y_1, \cdots, y_K]^T$ be the $K \times 1$ aggregated received signal vector, given by

$$y = Gx + n = GP^T (Q^T)^{-\frac{1}{2}} s + n,$$

(6)

where $G = ([g_{lk}]_{l=1, k=1}^K)^H$ denotes the $K \times LM$ channel matrix among all users and all BSs and $n \triangleq [n_1, \cdots, n_K]^T \sim \mathcal{CN}(0, I_K)$ denotes the $K \times 1$ noise vector. Then, the received signal at user $k$ can be expressed as

$$y_k = \psi_{kk}^T \sqrt{Q_k^T s_k} + \sum_{U_j \in \mathcal{U}_l \setminus \{U_k\}} \psi_{kj}^T \sqrt{Q_j^T s_j} + n_k,$$

(7)

where $\psi_{kk}^T = \sum_{X_i \in \mathcal{X}_k} g_{lk}^H f_{lk}^T$ is the effective channel seen at user $k$.

III. LS-CRAN OPERATIONS AND PERFORMANCE MEASURE

In this section, the ideal IF operation is introduced as a reference system and practical cooperative operations are reviewed. Note that a comprehensive review on the operations is beyond the scope of this paper so that two well-known practical operations, MRT operation [23] and ZF operation [24], are focused.

A. Cooperative Transmission Operations

A.1 Ideal IF Operation

As a reference, the ideal IF operation is considered, where the interference term in (7) is removed by Genie perfectly without any cost while the desired signal power is maximized by using the IF precoding matrix,

$$\mathbf{F}^\text{if} = \hat{G}^H.$$  

(8)

Obviously, the ideal IF operation provides an upper-bound on the performance of any practical operation. Since this operation cannot be realized, $\mathbf{F}^\text{if}$ and $\mathbf{F}^\text{if}$ are not defined.

A.2 MRT Operation

MRT operation tries to maximize the received signal power of a desired user without considering the effect of interference to undesired users [23]. This operation is regarded as a good candidate as the number of BS antennas increases due to its low-computational complexity and low-overhead requirement [25]. The precoder for MRT operation is given by

$$\mathbf{F}^\text{mrt} = \hat{G}^H.$$  

(9)
Since the precoder of MRT operation does not need information exchange among BSs, the backhaul and fronthaul information sets can be expressed as $B_{\text{mrt}}^l = \emptyset$, and $F_{\text{mrt}}^l = \left\{ Q_{\text{mrt}}^l s_j | U_j \in U_l \right\}$, respectively.

### A.3 ZF Operation

ZF operation can cancel the interference term in (7) (perfectly, provided that the perfect channel estimation is available at the CPU) at the expense of the desired signal power loss [24]. The precoder for ZF operation is given by

$$ F_{\text{zf}}^l = \hat{G}^H (\hat{G}\hat{G}^H)^{-1}. \quad (10) $$

Note that ZF operation can be used only when the number of antennas in the system is larger than or equal to that of users, i.e., $LM \geq K$ and the estimated channel matrix, $\hat{G}$, has full-rank. To construct the ZF precoder, the CPU requires to know the estimated channel matrix $G$ so that the short-term CSIs of all associated users at each BS need to be conveyed to the CPU via the dedicated front/backhaul link. Thus, the backhaul and fronthaul information sets can be expressed as $B_{\text{zf}}^l = \left\{ \hat{h}_{ij} | U_j \in U_l \right\}$ and $F_{\text{zf}}^l = \left\{ \hat{F}_{ij}^l \sqrt{Q_{\text{zf}}^l s_j} | U_j \in U_l \right\}$, respectively.

Note that it is well-known that the performance of ZF operation is better than that of MRT operation if the network has sufficient transmit power. But, if not, ZF operation may be inferior to MRT operation. In this paper, we will show that ZF operation is always superior or identical to MRT operation in the viewpoint of the scaling exponent of the SINR regardless of the operating downlink or uplink transmit power.

### B. Pilot Allocation and Channel Estimation

The UL channel is estimated during the dedicated UT-phase and then the DL channel is obtained by the TDD channel reciprocity. It is assumed that the length of the UL-phase is $T$ and there are $T$ orthonormal pilot signals, denoted as $\psi_i \in \mathbb{C}^{T \times 1}, i = 1, 2, \ldots, T$, where $\psi_j^H \psi_j = \delta(i - j)$. Then, user $j$ transmits $\sqrt{P_{\text{ul}}^j} \psi_j^T$ during the UL-phase of length $T$, where $P_{\text{ul}}^j$ is the UL transmit power of user $j$ and $\pi_j$ is the index of the pilot signal allocated to user $j$. The total UL transmit power is denoted as $P_\Sigma^U = \sum_{U_j \in U} P_{\text{ul}}^j$. Then, the $M \times T$ received signal matrix at BS $l$ during the UT-phase can be written as

$$ Y_l = \sum_{U_j \in U} \sqrt{P_{\text{ul}}^j} \beta_j h_{ij}^* \psi_j^T + V_l, \quad (11) $$

where $V_l$ denotes the $M \times T$ noise matrix whose elements are i.i.d. $\mathcal{CN}(0, 1)$. Using the minimum mean-square error (MMSE) channel estimator [26], the estimated short-term CSI of user $k \in U_l$ at BS $l$ can be written as

$$ \hat{h}_{lk} = \vartheta_{lk} Y_l^H \psi_{\pi_k} = \phi_{lk}^* h_{lk} + \sum_{U_j \in U_l \setminus \{U_k\}} \phi_{lkj} h_{lj} \delta(\pi_k - \pi_j) + \vartheta_{lk} \bar{v}_{lk}, \quad (12) $$

where

$$ \vartheta_{lk} = \sum_{U_j \in U_l} \sqrt{P_{\text{mrt}}^j} \beta_j \delta(\pi_k - \pi_j) + 1, $$

$$ \phi_{lkj} = \sum_{U_j \in U_l} \sqrt{P_{\text{zfl}}^j} \beta_j \delta(\pi_k - \pi_j) + 1, $$

$$ \bar{v}_{lk} = V_l^H \psi_{\pi_k} \mathrm{with} \ \{v_{lk,m} \} \sim \mathcal{CN}(0, 1). \quad \text{In (12), the first term is the desired user's channel, the second term is the leakage from the other users' channels, called the pilot contamination (PC) effect due to the pilot signal reuse, and the third term is the noise part. Invoking the orthogonality principle of the MMSE estimator [26], $h_{lk}$ can be decomposed as $h_{lk} = \hat{h}_{lk} + \tilde{h}_{lk}$, where $h_{lk} \sim \mathcal{CN}(0, \psi_{\pi_k} I_M)$ and $\tilde{h}_{lk} \sim \mathcal{CN}(0, (1 - \psi_{\pi_k}) I_M)$ are mutually independent. Note that the estimated version of $g_{lk}$ at BS $l$ is given as $\hat{g}_{lk} = \sqrt{\beta_l} \hat{h}_{lk}$ for $\forall k \in U_l$ or $\tilde{g}_{lk} = 0_{M \times 1}$ for $\forall k \notin U_l$ and thus the estimated version of $G$ is given as $\hat{G} = \left[ \left[ \hat{g}_{lk} \right]_{l=1,K_{l=1}} \right]^H$.}

### C. Performance Measure

When operation $Y$ is used, the signal-to-noise ratio (SNR), $\text{SNR}_k^Y$, the signal-to-interference ratio (SIR), $\text{SIR}_k^Y$, and the signal-to-interference-plus-noise ratio (SINR), $\text{SINR}_k^Y$, are respectively defined as

$$\text{SNR}_k^Y = Q_k^Y \left| \psi_{\pi_k} \right|^2, $$

$$\text{SIR}_k^Y = \sum_{U_j \in U \setminus \{U_k\}} Q_j^Y \left| \psi_{\pi_j} \right|^2, $$

$$\text{SINR}_k^Y = \frac{Q_k^Y \left| \psi_{\pi_k} \right|^2}{\sum_{U_j \in U \setminus \{U_k\}} Q_j^Y \left| \psi_{\pi_j} \right|^2 + 1}. $$

Obviously, $\text{SNR}_k^Y$, $\text{SIR}_k^Y$, and $\text{SINR}_k^Y$ are random variables depending on the realization of the short-term fading and the long-term fading (i.e., realization of locations of users and BSs).

One of the main objectives of this paper is to characterize the asymptotic behavior of $\text{SNR}_k^Y$ when the key network parameters such as the number of BSs $L$, the number of users $K$, and the number of BS antennas $M$ are scaled up. To do this, we define an auxiliary parameter $N = LM$ as the network size (or equivalently, the total number of antennas in the network) and make the following relations:

$$L = \Theta(N^{\eta_{\text{bs}}}), \quad M = \Theta(N^{\eta_{\text{user}}}), \quad K = \Theta(N^{\eta_{\text{ant}}}), \quad (13)$$

where $\eta_{\text{bs}}$, $\eta_{\text{user}}$, and $\eta_{\text{ant}}$ denote the scaling exponents of the numbers of BSs, users, and BS antennas, respectively.\footnote{Note that we only consider the case where $0 < \eta_{\text{bs}}, \eta_{\text{ant}} \leq 1$ and $\eta_{\text{bs}} + \eta_{\text{ant}} = 1$ by definition. Thus, the asymptotic performance of the network can be characterized as follows.}

Note that the network behavior when the network size ($N$) is sufficiently large is of interest in this paper.
Definition 1 (Performance Measure) The scaling exponent of the SINR of operation $\gamma$, $\sinr^\gamma$, is the order of growth of the SINR of a randomly selected user as $N$ increases such that, for any $\epsilon > 0$,

$$
\lim_{N \to \infty} \Pr \left( \frac{\log \sinr^\gamma_k}{\log N} - \sinr^\gamma \right) < \epsilon = 1. 
$$

Manipulating (14), we can also obtain

$$
\lim_{N \to \infty} \Pr \left( \alpha \sinr^\gamma_k - \sinr^\gamma < \sinr^\gamma_k < \alpha \sinr^\gamma + \epsilon \right) = 1,
$$

which implies that the SINR of a randomly selected user is bounded by $[\alpha \sinr^\gamma - \epsilon, \alpha \sinr^\gamma + \epsilon]$ as $N$ increases. Invoking our order notations, we can simply write $\sinr^\gamma_k = \Theta(\sinr^\gamma)$ and the sum-rate served by a network can also be written as $C_{\Sigma} = \Theta(N^{\sinr^\gamma})$ and the sum-rate served by a network can also be written as $C_{\Sigma} = \Theta(N^{\sinr^\gamma})$. Similarly, we define $\sinr^\gamma$ and $\sinr^\gamma$ as the scaling exponents of the SINR and $\sinr^\gamma$, respectively. Note that it is sufficient to find $\sinr^\gamma$ and $\sinr^\gamma$ and then $\sinr^\gamma = \min\{\sinr^\gamma, \sinr^\gamma\}$ is obtained since $\sinr^\gamma_k$ is equal to the harmonic mean of $\sinr^\gamma_k$ and $\sinr^\gamma_k$, i.e., $(\sinr^\gamma_k)^{-1} = (\sinr^\gamma_k)^{-1} + (\sinr^\gamma_k)^{-1}$.

IV. SCALING EXPOENTS OF THE SINR

The major merit of the LS-CRAN is that it can decrease the transmit power consumption so that it is suitable for an energy-efficient communication system. So, the total transmit power is a key constraint in a future cellular system. In order to limit the total transmit power of uplink or downlink, similarly as in (13), we make an additional asymptotic relationship as

$$
P_{ul} = \Theta(N^{\rho_{ul}}) \quad \text{for UL and} \quad P_{dl} = \Theta(N^{\rho_{dl}}) \quad \text{for DL,}
$$

where $\rho_{ul}$ and $\rho_{dl}$ denote the scaling exponents of the UL and DL transmit powers, respectively. Also, the total transmit power is $P_{\Sigma} = \sum_{k=1}^K (P_{ul} + P_{dl}) = \Theta(N^{\eta_{ul} + \max(\rho_{ul}, \rho_{dl})})^5$.

Note that the power constraint used in this paper can include both the total power constraint and the per-node power constraint so that the derived asymptotic result is valid even if tighter per-node power constraint is assumed.

In order to quantify the effect of the CSI accuracy according to the UL transmit power, we consider the following four regimes.

- Case EH ($\rho_{ul} \geq 0$): the UL transmit power is sufficiently high so that every BS can acquire the accurate CSI of a randomly selected users.
- Case $H (-\frac{2}{\eta_{bs}} \leq \rho_{ul} < 0$): each BS can acquire the accurate CSI of a randomly selected users within a distance of $\Theta(N^{1/\alpha})$.
- Case M ($-\frac{2}{\eta_{bs}} < \rho_{ul} < -\frac{2}{\eta_{bs}}$): randomly selected user’s CSI is erroneous even at the nearest BS but is still meaningful for providing an array gain.
- Case L ($\rho_{ul} < -\frac{2}{\eta_{bs}} = \eta_{ul}$): randomly selected user’s CSI becomes quite poor even at the nearest BS so that no array gain can be provided.

Theorem 1: Suppose that IF operation is used with a full association and no pilot reuse. Then, the scaling exponents are respectively given by

$$
\sinr^d = \rho_{ul} + \frac{\alpha}{2} \eta_{bs} + \Xi,
$$

$$
\sinr^d = \infty,
$$

$$
\sinr^d = \sinr^d,
$$

where $\Xi = \left(\rho_{ul} + \frac{\alpha}{2} \eta_{bs} + \eta_{ul}\right)^+ - \left(\rho_{ul} + \frac{\alpha}{2} \eta_{bs}\right)^+$ denotes the array gain and $(x)^+ = \max\{x, 0\}$.

Proof: Please see Appendix B.

Theorem 1 is also illustrated in Figs. 2 and 3 according to $\rho_{ul}$ and $\eta_{bs}$, respectively. Intuitively, the SNR of IF operation is composed of the three parts as

$$
\text{SNR}_{k} = \frac{N^{\rho_{ul}}}{P_{dl}} \times N^{\frac{1}{2} \eta_{bs}} \times N^{\Xi},
$$

where the first part is the DL transmit power, the second part is the densification gain which comes from the decrease of the access distance of $\Theta(N^{-\frac{1}{2}} \eta_{bs})$ and the last part is the array gain...
of a coherent transmission which depends on the CSI accuracy and thus the UL transmit power.

Remark 1 (SNR behavior of IF operation) Fig. 2 reveals how the UL transmit power affects on the SNR behavior. In EH and H, the full array gain (\(\Xi = \eta_{\text{ant}}\)) is achieved so that an additional UL transmit power does not improve the quality of DL service in the network, i.e., is wasteful. In M, a partial array gain (0 \(\leq \Xi < \eta_{\text{ant}}\)) depending on the UL transmit power is obtained so that the network total power needs to be consumed by considering both the DL transmit power and the CSI accuracy. In L, no array gain (\(\Xi = 0\)) is obtained due to poor CSI accuracy so that the quality of DL service becomes irrelevant to the UL transmit power and its performance is identical to the random beamforming without small-scale CSIs in [27].

Fig. 3 shows the SNR behavior according to the BS scaling exponent. It turns out that additional BSs (even with smaller number of BS antennas at each BS) are always beneficial but the slope of \(\Delta \text{snr}^{\text{if}}\) (vs. \(\eta_{\text{bs}}\)) varies according to \(\rho^{\text{ul}}\). The slope becomes \(\alpha/2\) in L, \(\alpha - 1\) in M, and \(\alpha/2 - 1\) in H or EH, which implies that additional BSs (while keeping the network size fixed) become the most effective in M because the additional BSs improve not only the densification gain but also the array gain and the least effective in H or EH because only the densification gain is improved.

Theorem 2: Suppose that MRT operation is used with a full association and no pilot reuse. Then, the scaling exponents are respectively given by

\[
\text{snr}^{\text{mrt}} = \text{snr}^{\text{if}},
\]

\[
\text{sir}^{\text{mrt}} = \text{snr}^{\text{mrt}} - \Delta^{\text{mrt}},
\]

\[
\text{sinr}^{\text{mrt}} = \text{snr}^{\text{mrt}} - (\Delta^{\text{mrt}})^+,\]

where \(\Delta^{\text{mrt}} = \rho^{\text{ul}} + \frac{2}{\alpha} \min\{\eta_{\text{bs}}, \eta_{\text{user}}\} + (\eta_{\text{user}} - \eta_{\text{bs}})^+\).

Proof: Please see Appendix C.

Theorem 2 is also illustrated in Figs. 2 and 3 according to \(\rho^{\text{ul}}\) and \(\eta_{\text{bs}}\), respectively. Interestingly, although \(\text{snr}^{\text{mrt}}\) is identical to \(\text{snr}^{\text{if}}\), the gap between \(\text{sir}^{\text{mrt}}\) and \(\text{snr}^{\text{mrt}}\), denoted by \(\Delta^{\text{snr}}\), changes according to the sign of \(\eta_{\text{bs}} - \eta_{\text{user}}\). From the definition of \(\Delta^{\text{mrt}}\), the interference caused in MRT operation at a randomly selected user \(k\) can be represented as

\[
I_k \approx N^{\Delta^{\text{mrt}}} = \frac{N^{\rho^{\text{ul}}}}{\text{DL transmit power}} \times \frac{N^{\frac{2}{\alpha} \min\{\eta_{\text{bs}}, \eta_{\text{user}}\} + (\eta_{\text{user}} - \eta_{\text{bs}})^+}}{\text{Received power of a dominant interferer}} \times \# \text{ of dominant interferers},
\]

where the second and third parts depend on the sign of \(\eta_{\text{bs}} - \eta_{\text{user}}\). When \(\eta_{\text{bs}} \geq \eta_{\text{user}}\), one BS should simultaneously serve \(\Theta(N^{\frac{\eta_{\text{bs}}}{\eta_{\text{bs}} - \eta_{\text{user}}}})\) users apart by \(\Theta(N^{-\frac{1}{2} \eta_{\text{bs}}})\) so that there are \(\Theta(N^{-\frac{1}{2} \eta_{\text{bs}}})\) interferer whose received power is \(\Theta(N^{-\frac{\eta_{\text{bs}}}{\eta_{\text{bs}} - \eta_{\text{user}}}})\). When \(\eta_{\text{bs}} < \eta_{\text{user}}\), the dominant interference comes from the BS apart by \(\Theta(N^{-\frac{1}{2} \eta_{\text{user}}})\) so that the received power of the dominant interference is \(\Theta(N^{-\frac{\eta_{\text{bs}}}{\eta_{\text{bs}} - \eta_{\text{user}}}})\).

Remark 2 (Asymptotical optimality of MRT operation) In order for MRT operation to behave as IF operation asymptotically (i.e., \(\Delta^{\text{mrt}} \leq 0\)), the DL transmit power should be limited as

\[
\rho^{\text{ul}} \leq \left\{ \begin{array}{ll}
-\frac{\alpha}{2} \eta_{\text{user}}, & \text{if } \eta_{\text{bs}} \geq \eta_{\text{user}}, \\
-\frac{\alpha}{2} \eta_{\text{bs}} - (\eta_{\text{user}} - \eta_{\text{bs}}), & \text{if } \eta_{\text{bs}} < \eta_{\text{user}},
\end{array} \right.
\]

which gives us the following insights.

- For MRT operation, the IF optimality condition depends only on the numbers of users (\(\eta_{\text{user}}\)) and BSs (\(\eta_{\text{bs}}\)) and the DL transmit power (\(\rho^{\text{ul}}\)), but is independent to the number of BS antennas (\(\eta_{\text{ant}}\)) and the UL transmit power (\(\rho^{\text{ul}}\)).

- When the number of antennas in a BS is much larger than the total number of users in a multi-cell network, MRT operation becomes interference-free asymptotically as expected in literature [3]. However, this is of little interest because the network size is too large (or the number of users is too small). Instead, Theorem 2 and (24) gives more insightful IF optimality condition for MRT operation being asymptotically interference-free in a multi-cell network.

- The above asymptotical optimality may become meaningful (i.e., positive SNR scaling exponent) in case of an ultra-dense deployment of BS (\(\eta_{\text{bs}} \geq \eta_{\text{user}}\) or \(\rho^{\text{ul}} + (\alpha/2) \eta_{\text{bs}} \geq 0\)).

Remark 3 (SIR behavior of MRT operation) As can be seen from Fig. 3, additional BSs are beneficial (while fixing \(N\)) in most cases and the slope of \(\text{sir}^{\text{mrt}}\) (vs. \(\eta_{\text{bs}}\)) can be 0, 1, \(\alpha/2 - 1\) and \(\alpha/2\). Interestingly, when \(-2/\alpha) \rho^{\text{ul}} \leq \eta_{\text{bs}} \leq \eta_{\text{user}}\), the slope of \(\text{sir}^{\text{mrt}}\) becomes 0, which means that additional BSs are wasteful as long as \(\eta_{\text{bs}}\) is within that interval. On the other hand, the slope becomes \(\alpha/2\) in M and in L if \(\eta_{\text{bs}} > \eta_{\text{user}}\), in which additional BSs are the most effective.

Theorem 3: Suppose that ZF operation is used with a full association and no pilot reuse. Then, the scaling exponents are respectively given by

\[
\text{snr}^{\text{zf}} = \text{snr}^{\text{if}},
\]

\[
\text{sir}^{\text{zf}} = \text{snr}^{\text{zf}} - \Delta^{\text{zf}},
\]

\[
\text{sinr}^{\text{zf}} = \text{snr}^{\text{zf}} - (\Delta^{\text{zf}})^+,
\]

where \(\Delta^{\text{zf}} = \Delta^{\text{mrt}} - (1 - (2/\alpha)) \left((\alpha/2) \min\{\eta_{\text{bs}}, \eta_{\text{user}}\} + \rho^{\text{ul}}\right)^+ - \frac{2}{\alpha} (\rho^{\text{ul}})^+\).

Proof: Please see Appendix D.

Theorem 3 is also illustrated in Figs. 2 and 3 according to \(\rho^{\text{ul}}\) and \(\eta_{\text{bs}}\), respectively. Although the SNR exponent is identical to that in MRT operation, the interference is reduced as the CSI accuracy improves so that the gap between \(\text{snr}^{\text{zf}}\) and \(\text{sir}^{\text{zf}}, \Delta^{\text{zf}}\), varies as \(\rho^{\text{ul}}\) increases. Again, from the definition of \(\Delta^{\text{zf}}\), the interference in MRT operation at a randomly selected user \(k\) for
The CSI of the users whose access distance is $o(N^{\rho_{ul}/\alpha})$ is accurately estimated at the nearest BS, while the CSI of the users whose access distance is $\Omega(N^{\rho_{ul}/\alpha})$ is poor. So, when $\rho_{ul} < -(\alpha/2)\eta_{bs}$, i.e., L or M, the CSIs of all users are poorly estimated at all BSs because the access distance is $\Omega(N^{-\frac{\alpha}{2}\eta_{bs}})$. Thus, the interference cancellation is not effective so that the interference in ZF operation is asymptotically the same to that in MRT operation. However, when $\rho_{ul} \geq -(\alpha/2)\eta_{bs}$, i.e., H or EH, accurate CSI is available so that the cancellation operation becomes effective. In H, the dominant interference comes from the BS apart by $\Theta(N^{\rho_{ul}/\alpha})$ so that the received power of the dominant interference is $\Theta(N^{-\rho_{ul}})$. The dominant interferers are located in the doughnut of radii of $\Theta(N^{\rho_{ul}/\alpha})$ and $\Theta(N^{\rho_{ul}/\alpha+\epsilon})$ with an arbitrarily small $\epsilon$ so that the number of interferers is $\Theta(N^{\frac{\alpha}{2}\rho_{ul}+\eta_{user}})$. In EH, the number of dominant interferers becomes $\Theta(\eta_{user})$, while the received power of them is still $\Theta(N^{-\rho_{ul}})$ which can be explained as follows. Once a BS acquires sufficiently accurate CSI of a user, the interference caused from the user becomes proportional to the channel estimation error, i.e., inversely proportional to the UL transmit power. Thus, in H and EH, the slopes of the reduction in ZF operation are $(1-2/\alpha)$ and 1 with respect to $\rho_{ul}$, respectively, as shown in Fig. 3. In EH, every BS can acquire all user’s CSI with a sufficiently good accuracy so that the slope becomes 1. In H, however, BSs far from each user (outside the circle with radius of $\Theta(N^{\rho_{ul}/\alpha})$) cannot obtain its CSI accurately so that the slope becomes $\frac{\alpha}{2}$.

**Remark 4** (Asymptotical optimality of ZF operation) In order for ZF operation to behave as IF operation asymptotically...
(i.e., $\Delta_{\text{zf}} \leq 0$), the DL transmit power should be limited as follows:

If $\eta_{\text{bs}} \geq \eta_{\text{user}}$,

$$
\rho_{\text{zf}} \leq \begin{cases} 
\rho_{\text{ul}} - \eta_{\text{user}}, & \text{if } \text{EH}, \\
-\frac{2}{N} \eta_{\text{user}} + (1 - \frac{2}{N}) \left( \frac{2}{N} \eta_{\text{user}} + \rho_{\text{ul}} \right)^+, & \text{if } \text{M} \text{ or } \text{L}, 
\end{cases}
$$

or if $\eta_{\text{bs}} < \eta_{\text{user}}$,

$$
\rho_{\text{zf}} \leq \begin{cases} 
\rho_{\text{ul}} - \eta_{\text{user}}, & \text{if } \text{EH}, \\
-\eta_{\text{user}} + (1 - \frac{2}{N}) \rho_{\text{ul}}, & \text{if } \text{H}, \\
-\frac{2}{N} \eta_{\text{bs}} - (\eta_{\text{user}} - \eta_{\text{bs}}), & \text{if } \text{M} \text{ or } \text{L},
\end{cases}
$$

which gives us the following insights.

- Unlike MRT operation, the IF condition of ZF operation depends on the UL transmit power ($\rho_{\text{ul}}$) as well as $\eta_{\text{bs}}$, $\eta_{\text{user}}$, and $\rho_{\text{ul}}$, but is still independent to the number of BS antennas ($\eta_{\text{bs}}$).

- $\Delta_{\text{zf}} = \Delta_{\text{mrt}}$ in M and L while $\Delta_{\text{zf}} \leq \Delta_{\text{mrt}}$ in EH or H, which implies that multi-cell cooperation using ZF operation is useless without a sufficient CSI accuracy. As the UL transmit power increases, ZF operation begins to further reduce the interference caused from other BSs’ users as shown in Fig. 2.

**Remark 5** (SIR behavior of ZF operation) As can be seen again from Fig. 3, additional BSs (while fixing N) are always beneficial and although the slope of $\text{SIR}_{\text{zf}}$ vs. $\eta_{\text{bs}}$ is identical to that of $\text{SIR}_{\text{mrt}}$ vs. $\eta_{\text{bs}}$ in L or M, it remains $\alpha/2 - 1$ in H or EH, unlike MRT operation.

V. CONCLUSION

This paper presented a comprehensive and rigorous asymptotic analysis on the performance of the large-scale cloud radio access network (LS-CRAN). As a main performance measure, the scaling exponent of the signal-to-interference-plus-noise ratio (SINR) was defined and derived as a function of key network parameters, 1) the number of BS, $L = \Theta(N^{\eta_{\text{bs}}})$, 2) the number of BS antennas $M = \Theta(N^{\eta_{\text{user}}})$, 3) the number of single-antenna users $K = \Theta(N^{\eta_{\text{user}}})$, 4) the uplink (UL) transmit power, $P_{\text{ul}} = \Theta(N^{\rho_{\text{ul}}})$, 5) the DL transmit power, $P_{\text{dil}} = \Theta(N^{\rho_{\text{dil}}})$, and the distance-dependent pathloss exponent $\alpha$, when interference-free (IF), maximum ratio transmission (MRT), or zero-forcing (ZF) operation is applied.

Then, we show that when MRT or ZF operation becomes interference-free, i.e., order-optimal with the three practical constraints. By considering limited transmit power only, MRT operation is shown to become interference-free only when the DL transmit power is less then a threshold, but the threshold is too low to be meaningful. Also, ZF operation is shown to become interference-free at meaningful DL transmit power so that as higher UL transmit power is provided, more users can be associated and the data rate per user can be increased simultaneously while keeping the order-optimality.

APPENDIX A
PRELIMINARY RESULTS

Here, we provide key preliminary results to prove theorems in this paper. First, we state the method to derive the scaling exponent of a random measure given by a sum of infinitely many i.i.d. random variables.

**Lemma 1.** Let $x_1, x_2, \ldots$ be a sequence of i.i.d. real-valued random variables with common distribution function of $F(x)$ and $h(x)$ be a non-negative integrable function. Suppose that $h(n)$ has a finite scaling exponent. Then, as $n \to \infty$, we have

$$
\sum_{k=1}^{n} h(x_k) = \Theta \left( \log n \int \log \left( \frac{1}{F^{-1}(\frac{1}{n})} \right) dt \right) = \Theta \left( \int F^{-1}(\frac{1}{n}) h(u) f(u) du \right),
$$

where $F^{-1}(x)$ is an inverse (or quantile) function of $F(x)$ and $f(x) = \frac{d}{dx} F(x)$ is the probability density function.

**Proof:** Suppose that $y_1, y_2, \ldots, y_n$ are i.i.d. uniform random variables on $[0,1]$. Then, for any positive small $\epsilon$, the following holds:

$$
\Pr \left( \min_{1 \leq k \leq n} y_k > \frac{1}{n^{1+\epsilon}} \right) = \left( 1 - \frac{1}{n^{1+\epsilon}} \right)^n \to 1, \quad \text{as } n \to \infty,
$$

which implies that all of $y_1, \ldots, y_n$ are included in the interval $(n^{-1-\epsilon}, 1]$, but not included in the interval $[0, n^{-1-\epsilon}]$ in probability. By dividing the interval $(n^{-1-\epsilon}, 1]$ into $[g(n)]$ intervals, $S_1 = [n^{-1-\epsilon}, n^{-1}]$, $S_2 = [n^{-1}, n^{-1} + u_1]$, $\ldots, S_{[g(n)]} = [n^{-1} + u_{[g(n)]-1}, 1]$, where $u_i = 1 + \frac{i}{[g(n)]}$ for $i = 1, 2, \ldots, [g(n)]$, $[\cdot]$ denotes the ceiling operation, and $g(n)$ is a positive function of $n$. Let $Y_i = \{y_j | y_j \in S_i\}$ for $i = 1, 2, \ldots, [g(n)]$. Then, for $g(n) = \Theta(\log n)$,

$$
|Y_i| = \Theta \left( n^{1+u_i} \right) = \Theta \left( n^{\frac{1}{[g(n)]}} \right)
$$

and

$$
\frac{1}{[g(n)]} \sum_{i=1}^{[g(n)]} |Y_i| = \Theta \left( \frac{n}{\log n} \right).
$$

On the other hand, the left side hand of (32) can be rewritten as

$$
\frac{1}{[g(n)]} \sum_{i=1}^{[g(n)]} |Y_i| \leq \frac{1}{[g(n)]} \sum_{i=1}^{[g(n)]} n^{\frac{1}{[g(n)]}} = \Theta \left( \frac{n}{\log n} \right),
$$

where the right hand side may be considered as a Riemann sum (although not guaranteed because the integrand is also a function of $n$) and if it is, it becomes $\int_0^1 n^{\frac{1}{x}} dx = \Theta \left( \frac{n}{\log n} \right)$, which coincides with (32). Thus, in this particular case, the scaling exponent of the left hand side of (32) can be obtained by first
changing the summation into an integral form as if it is a Riemann sum and then taking the scaling exponent from the integral form. Also, it is easily seen that this property still holds when \( q(n) \) i.i.d. random variables are considered instead of \( n \) i.i.d. random variables as long as \( q(n) \) has a finite scaling exponent. For example, when \( n^r \) i.i.d. random variables are considered, the right hand side of (32) becomes \( \Theta \left( n^{r-1 + \frac{1}{p \log n}} \right) \) so that both the direct calculation as in (32) and the above method yield the same result, \( \Theta \left( n^{r-1 + \frac{1}{p \log n}} \right) \).

Now, assume that \( h(x) \) is a monotonically decreasing non-negative integrable function and \( b(n) \) has a finite scaling exponent. First, we consider the upper-bound:

\[
\frac{1}{|g(n)|} \sum_{k=1}^{n} h(y_k) = \frac{1}{|g(n)|} \sum_{k=1}^{n} \sum_{y_k \in Y} h(y_k) \\
\leq \frac{1}{|g(n)|} \sum_{i=1}^{[g(n)]} |Y_i| \cdot h(n^{n_{i-1}}) \\
= \Theta \left( \sum_{i=1}^{[g(n)]} n_{i+1}^{-1} h \left( n^{-1+\frac{1}{\log n}} \right) \right) \\
= \Theta \left( \sum_{i=1}^{[g(n)]} n_{i+1}^{-1} \int_{0}^{1} n^t h \left( n^{-1+t} \right) \, dt \right),
\]

where the last equality comes from the discussion in the previous paragraph. Similarly, we obtain the lower-bound:

\[
\frac{1}{|g(n)|} \sum_{k=1}^{n} h(y_k) \geq \Theta \left( \int_{0}^{1} n^t h \left( n^{-1+t} \right) \, dt \right)
\]

so that the two bounds are asymptotically tight (tight in terms of the scaling exponent) because \( 1/|g(n)| \) is ignorable for \( g(n) = \Theta(\log n) \). Finally, by using the continuous mapping theorem [28] and changing the variable \( u = F^{-1}(n^{-1+i}) \), we obtain (29). \( \square \)

**Lemma 2.** Let \( \Phi \) and \( \Psi \) be two independent homogeneous PPPs over a finite region \( R \subset \mathbb{R}^2 \) with densities \( \lambda \) and \( \mu = \Theta(\lambda^\delta) \) for \( \delta > 0 \), respectively. Assume that an arbitrarily chosen point \( Y_0 \in \Psi \) is given. Then, the following holds for \( \Phi_p(Z) \triangleq \{ Z \in \Phi || Z - Y_0 | = O(\lambda^\delta) \} \).

1) For \( \alpha > 2 \) and \(-1/2 < p \leq 0 \), as \( \lambda \to \infty \),

\[
\sum_{Z \in \Phi_p(Y_0)} |X - Y_0|^{-\alpha} = \Theta \left( \lambda^\frac{3}{2} \right).
\]

2) For \( \alpha_0, \alpha_1 > 2 \), as \( \lambda \to \infty \),

\[
\sum_{Y \in \Psi \setminus \{Y_0\}} \sum_{Z \in \Phi_p(Y_0) \cup \Phi_p(Y)} |X - Y_0|^{-\alpha_0} |X - Y|^{-\alpha_1} = \Theta(\lambda^\delta),
\]

where \( t \) is given by

\[
t = \begin{cases} \frac{\alpha_0 + \alpha_1}{2}, & \text{if } z > \frac{1}{2} \delta \geq \frac{1}{2}, \\ \frac{\alpha_0}{2} + \frac{\alpha_1}{2} + \delta - 1, & \text{if } \frac{1}{2} \delta \geq z < \frac{1}{2}, \\ \frac{\alpha_0}{2} + \frac{\alpha_1}{2} + \delta + 2z, & \text{if } -\frac{1}{2} \delta < z < -\frac{1}{2}, \\ \infty, & \text{otherwise}. \end{cases}
\]

for \( \delta \geq 1 \), and

\[
\sum_{Y \in \Psi \setminus \{Y_0\}} \sum_{Z \in \Phi_p(Y_0) \cup \Phi_p(Y)} |X - Y_0|^{-\alpha_0} |X - Y|^{-\alpha_1} = \Theta(\lambda^\delta),
\]

where \( t \) is given by

\[
t = \begin{cases} \frac{\alpha_0 + \alpha_1}{2}, & \text{if } z > \frac{1}{2} \delta \geq \frac{1}{2}, \\ \frac{\alpha_0}{2} + \frac{\alpha_1}{2} + \delta - 1, & \text{if } \frac{1}{2} \delta \geq z < \frac{1}{2}, \\ \frac{\alpha_0}{2} + \frac{\alpha_1}{2} + \delta + 2z, & \text{if } -\frac{1}{2} \delta < z < -\frac{1}{2}, \\ -\infty, & \text{otherwise}, \end{cases}
\]

for \( \alpha_0 = \max \{\alpha_0, \alpha_1\} \) and \( \alpha_1 = \min \{\alpha_0, \alpha_1\} \).

**Proof:** 1) To prove the first part of Lemma 2, we construct the lower-bound and upper-bound as follows.

\[
\max_{X \in \Phi_p(Y_0)} |X - Y_0|^{-\alpha} \leq \sum_{Z \in \Phi_p(Y_0)} |X - Y_0|^{-\alpha} \\
\leq \sum_{Z \in \Phi_p(Y_0)} |X - Y_0|^{-\alpha}.
\]
Here, the lower-bound is obviously $\Theta(\lambda^{n/2})$ because the minimum distance is $\min_{X \in A_p(Y_0)} |X - Y_0| = \Theta(\lambda^{-1/2})$. To complete the proof of the first part, it is sufficient to prove that 
\[
\sum_{X \in \Phi} |X - Y_0|^{-\alpha} = \Theta(\lambda^{n/2}).
\]
Let $h(x) = x^{-\alpha}$. For a randomly selected $X \in \Phi$, its contact distribution function is given by
\[
F(x; Y_0) = \Pr(|X - Y_0| < x) = \frac{v(\{b(x, Y_0, X) \cap \mathcal{R}\})}{v(\mathcal{R})},
\]
where $b(a, r) = \{b \in \mathbb{R}^2 | a - b| \leq r\}$ and $v(\cdot)$ denotes the Lebesgue measure (i.e., area measure). Since $v(\mathcal{R})$ is finite and independent to $x$, $F(x) = c' x^2 + o(x^2)$ and thus $h(F^{-1})(x) = cx^{-\frac{\alpha}{2}} + o(x^{-\frac{\alpha}{2}})$, where $c$ is independent to $x$. From Lemma 1, we have
\[
\sum_{k=1}^{n} h(x_k) = \Theta \left(\log n \int_0^1 n(1 - \frac{\alpha}{2}) t + \frac{\alpha}{2} dt \right) = \Theta(n) + \Theta(n^{\frac{\alpha}{2}}) = \Theta(n^{\frac{\alpha}{2}}),
\]
where the last equality comes from $\alpha > 2$ and the fact $n = \Theta(\lambda)$ completes the proof of the first part.

2) Define two sets $A_p(Z) \triangleq \{X \in \Phi ||X - Z| \leq \Theta(\lambda^p)\}$ and $B_p(Z) \triangleq \{y \in \Psi ||Y - Z| \leq \Theta(\lambda^p)\}$ for a given point $Z$. Since $\Phi$ and $\Psi$ are PPPs with density $\lambda$ and $\mu$, respectively, $E[A_p(Z)] = \Theta(\lambda^{p+1})$ and $E[B_p(Z)] = \Theta(\lambda^{p+2})$. Note that $\Pr \{|A_p(Z)| > 0\} \rightarrow 1$ if and only if $-\frac{1}{2} < p \leq 0$ and $\Pr \{|B_p(Z)| > 0\} \rightarrow 1$ if and only if $-\frac{1}{2} < q \leq 0$. Assume that $Y_1 \in \Psi$ is given with $|Y_0 - Y_1| = \Theta(\lambda^q)$ and $\alpha_0 \geq \alpha_1$. For any $X \in A_p(Y_0)$, $|X - Y_1| = \Theta(\lambda^{\max\{p, q\}})$, so that $|X - Y_0|^{-\alpha_0} |X - Y_1|^{-\alpha_1} = \Theta(\lambda^{-\alpha_0 - \alpha_1 \max\{p, q\}}),$

Then, we have
\[
\sum_{Y \in B_p(Y_1) \times A_p(Y_0) \setminus \Phi_p(Y_1)} |X - Y_0|^{-\alpha_0} |X - Y_1|^{-\alpha_1} = \Theta(\lambda^{p+2d+1+2p-\alpha_0 - \alpha_1 \max\{p, q\}}),
\] (40)
with the constraints of $\max\{z, -\frac{1}{2}\} < p \leq 0$ and $-\frac{z}{2} \leq d \leq 0$. Similarly, we have
\[
\sum_{Y \in B_p(Y_1) \times A_p(Y_0) \setminus \Phi_p(Y_1) \setminus \Phi_q(Y_1)} |X - Y_0|^{-\alpha_0} |X - Y_1|^{-\alpha_1} = \Theta(\lambda^{p+2d+1+2p-\alpha_0 - \alpha_1 \max\{p, q\}}),
\]
(41)
with the constraints of $-\frac{1}{2} < p \leq \min\{z, 0\}$ and $-\frac{z}{2} \leq d \leq 0$. Then, the second part is easily given by obtaining the suprema of (40) and (41) under the above constraints.

APPENDIX B

PROOF OF THEOREM 1

Since the interference is removed by the Genie without any cost, $\psi_{kk}^{\text{inf}} = \infty$. Inserting $F^{\text{inf}} = \mathcal{G}^H$ into (7), $\psi_{kk}^{\text{mt}} = \sum_{X_i \in X_k} \beta_i h_i^H h_k |H_{ik}|^2$ and the square of which is given by
\[
|\psi_{kk}^{\text{inf}}|^2 = \sum_{X_i \in X_k} \beta_i^2 h_i^H h_k |H_{ik}|^2 = \frac{P_k^\text{ul}}{P_k^\text{ul} \beta_k + 1} \beta_i^4 h_i^H h_k |H_{ik}|^2 + \sum_{X_i \in X_k} \left(\frac{P_k^\text{ul}}{P_k^\text{ul} \beta_k + 1} \right)^2 \beta_i^4 h_i^H h_k |H_{ik}|^2
\]
(42)

where the first asymptotic equality comes from the fact that the cross term is asymptotically ignorable and the last equality comes from inserting (12).

Define $L_k$ as the set of BSs sufficiently near user $k$, given by
\[
L_k = \{X_i \in X_k | P_k^\text{ul} \beta_k = \Omega(1)\}. \tag{43}
\]
Since $P_k^\text{ul} \beta_k = \Omega(1) \Rightarrow |X_i - U_k| = O \left(N \rho^{\alpha} / \alpha\right), |X_k| = O \left(N \rho^{\alpha} / \alpha\right)$, which means that $L_k$ is a non-empty set and if only if $\rho^{\alpha} \geq -\frac{\alpha}{2} \eta_{\text{los}}$ and $L_k = X_k$ if $\rho^{\alpha} \geq 0$. Then, we have
\[
|\psi_{kk}^{\text{inf}}|^2 = \sum_{X_i \in X_k} \beta_i^2 h_i^H h_k |H_{ik}|^2 + \frac{1}{P_k^\text{ul}} \sum_{X_i \in X_k} \beta_i^2 h_i^H h_k |H_{ik}|^2 + \sum_{X_i \in L_k} \beta_i^2 h_i^H h_k |H_{ik}|^2
\]
(44)

Case $E \in H$ ($\rho^{\alpha} \geq 0$): in this case, $L_k = X_k$ and $X_k \setminus L_k = \emptyset$. Then, we have
\[
|\psi_{kk}^{\text{inf}}|^2 = \sum_{X_i \in X_k} \beta_i^2 h_i^H h_k |H_{ik}|^2 + \frac{1}{P_k^\text{ul}} \sum_{X_i \in X_k} \beta_i^2 h_i^H h_k |H_{ik}|^2 \sum_{X_i \in X_k} \beta_i^2 h_i^H h_k |H_{ik}|^2
\]
(45)

where the second asymptotic equality comes from Lemma 2 and the last asymptotic equality comes from the fact that the first term is always dominant for $\rho^{\alpha} \geq 0$.

Cases $M$ and $L$ ($\rho^{\alpha} < -\frac{\alpha}{2} \eta_{\text{los}}$): in this case, $L_k = \emptyset$ and $X_k \setminus L_k = X_k$, we have
\[
|\psi_{kk}^{\text{inf}}|^2 = \left(\frac{P_k^\text{ul}}{P_k^\text{ul}}\right)^2 \sum_{X_i \in X_k} \beta_i^2 h_i^H h_k |H_{ik}|^2 + \sum_{X_i \in X_k} \beta_i^2 h_i^H h_k |H_{ik}|^2
\]
(46)
Case $H (-\frac{\alpha}{2} \eta_{bs} \leq \rho_{ul} < 0)$: The scaling is simply derived by combining the results in (45) and (46) so that it is given by
\[ |\psi_{kk}^f|^2 \geq N^{\alpha + 2/3}\eta_{bs}. \] (47)

Define an auxiliary variable $\nu$ such that $Q^f_k = \Theta(N^\nu)$ for all $k$. The final step is to find the scaling exponent of the DL transmit power for user $k$, which is given by
\[
P_{kul} = \frac{Q^f_k}{\sum_{X_i \in X_k} P_{kul}^l \beta_{lk}^2} \quad \sum_{X_i \in X_k} P_{kul}^l \beta_{lk}^2 + 1
\]
\[
\geq M \frac{Q^f_k}{\sum_{X_i \in X_k} P_{kul}^l \beta_{lk}^2} \quad \sum_{X_i \in X_k} P_{kul}^l \beta_{lk}^2 + 1
\]
\[
\geq \begin{cases} 
N^{\nu + \frac{2}{3}\alpha + \alpha_{bs}} + \eta_{bs}, & \text{if EH or H}, \\
N^{\nu + \rho_{ul} + \alpha_{bs}} + \eta_{bs}, & \text{if M or L}.
\end{cases}
\] (48)

By using $P_{kul}^f = \Theta(N^{\nu ul})$ for all $k$, and the results (45), (46), and (47), we obtain (16).

**APPENDIX C**

**PROOF OF THEOREM 2**

Inserting $P_{kul} = \hat{G}^H$ into (7), $\psi_{kj}^m = \frac{1}{\sum_{X_i \in X_j} \sqrt{\beta_{lk}\beta_{lj}}} h_{lk}^H h_{lj}$, where $X_j$ is defined in (43).

Define an auxiliary variable $\nu$ such that $Q_{kul}^m = \Theta(N^\nu)$ for all $k$ and consider the four regimes EH, H, M, and L.

Case $\mathcal{EH}$ ($\rho_{ul} \geq 0$): in this case, $L_j = X_j$ and $X_j \backslash L_j = \emptyset$ for all $j$. Then, we have
\[
I_k = \sum_{U_j \in \mathcal{U}(U_k)} Q_{jk}^m \sum_{X_i \in X_j} \beta_{lk} \beta_{lj}^2 |h_{lk}^H h_{lj}|^2
\]
\[
+ \frac{1}{P_{kul}^l} \sum_{U_j \in \mathcal{U}(U_k)} Q_{jk}^m \sum_{X_i \in X_j} \beta_{lk} |h_{lk}^H \overline{v}_{lj}|^2
\]
\[
\geq N^{\nu + \frac{2}{3}\alpha + \alpha_{bs}} + \eta_{bs} + \eta_{ant}
\] (51)

\[
\geq N^{\nu + \rho_{ul} + \alpha_{bs} + \eta_{ant} + \eta_{ant}}
\]
\[
\geq N^{\nu + \rho_{ul} + \alpha_{bs} + \eta_{ant} + \eta_{ant}}
\]
\[
\geq N^{\nu + \rho_{ul} + \alpha_{bs} + \eta_{ant} + \eta_{ant}}
\]
\[
\geq N^{\nu + \rho_{ul} + \alpha_{bs} + \eta_{ant} + \eta_{ant}}
\]
\[
\geq N^{\nu + \rho_{ul} + \alpha_{bs} + \eta_{ant} + \eta_{ant}}
\]
\[
\geq N^{\nu + \rho_{ul} + \alpha_{bs} + \eta_{ant} + \eta_{ant}}
\]
\[
\geq N^{\nu + \rho_{ul} + \alpha_{bs} + \eta_{ant} + \eta_{ant}}
\]

the second asymptotic equality comes from Lemma 2 and the third asymptotic equality comes from the fact that the first term is always dominant due to $\left(\frac{\alpha}{2} - 1\right) \left((\eta_{bs} - \eta_{bs}) + \eta_{ant}\right) \leq 0$.

Cases $M$ and $L$ ($\rho_{ul} < -\frac{\alpha}{2} \eta_{bs}$): In this case, $L_j = \emptyset$ and $X_j \backslash L_j = \emptyset$. Then, we have
\[
I_k = \left(\frac{P_{kul}^l}{P_{kul}^l}\right)^2 \sum_{U_j \in \mathcal{U}(U_k)} Q_{jk}^m \sum_{X_i \in X_j} \beta_{lk} \beta_{lj}^2 |h_{lk}^H h_{lj}|^2
\]
\[
+ \frac{1}{P_{kul}^l} \sum_{U_j \in \mathcal{U}(U_k)} Q_{jk}^m \sum_{X_i \in X_j} \beta_{lk} |h_{lk}^H \overline{v}_{lj}|^2
\]
\[
\geq N^{\nu + \frac{2}{3}\alpha + \alpha_{bs} + \eta_{bs} + (1 - \frac{1}{2}) \eta_{bs} + \eta_{ant} + \eta_{ant}}
\] (52)

the second equality comes from Lemma 2 and the third asymptotic equality comes from the fact that the first term is always dominant due to $\rho_{ul} < -\frac{\alpha}{2} \eta_{bs}$.

Case $H (-\frac{\alpha}{2} \eta_{bs} \leq \rho_{ul} < 0)$: The scaling exponent can be simply derived as
\[
I_k \sim N^{\nu + \frac{2}{3}\alpha + \alpha_{bs} + \eta_{bs} + (1 - \frac{1}{2}) \eta_{bs} + \eta_{ant} + \eta_{ant}},
\] (53)

because the result in (52) at $\rho_{ul} = -\frac{\alpha}{2} \eta_{bs}$ is the same to the result in (51). Thus, by combining (51)-(53), the scaling exponent of the interference power is given by
\[
I_k \sim \begin{cases} 
N^{\nu + \frac{2}{3}\alpha + \alpha_{bs} + \eta_{bs} + (1 - \frac{1}{2}) \eta_{bs} + \eta_{ant} + \eta_{ant}}, & \text{if EH or H}, \\
N^{\nu + \rho_{ul} + \alpha_{bs} + \eta_{bs} + (1 - \frac{1}{2}) \eta_{bs} + \eta_{ant} + \eta_{ant}}, & \text{if M or L},
\end{cases}
\] (54)

and combining it with (16) and (48) results in (21), which completes the proof.

**APPENDIX D**

**PROOF OF THEOREM 3**

Inserting $P_{ik} = \hat{G}^H \left(\hat{G} \hat{G}^H\right)^{-1}$ into (7), $\psi_{kj}^m = \delta(k - j) + [\hat{G}]_{k,j} \cdot F_{kj}^j e_j$, where $e_j$ denotes the $j$th column of the identity matrix.
matrix $\mathbf{I}_K$, and the square of which is given by
\[
|\psi_{kj}^H|^2 = \delta(k-j) + 2\Re \left\{ [\hat{\mathbf{G}}]_{k,j} \mathbf{F}^\dagger \mathbf{e}_j^H \right\}
+ \text{Tr} \left( (\mathbf{F}^\dagger)^H \mathbf{R}_k \mathbf{F}^\dagger \mathbf{e}_j^H \mathbf{e}_j^H \right)
\geq \delta(k-j) + \text{Tr} \left( (\mathbf{F}^\dagger)^H \mathbf{R}_k \mathbf{F}^\dagger \mathbf{e}_j^H \mathbf{e}_j^H \right),
\]

where $\mathbf{R}_k = [\hat{\mathbf{G}}]_{k,j}^H [\hat{\mathbf{G}}]_{k,j}$, and the last asymptotic equality comes from the fact that $(a+b)^2 \geq a^2 + b^2$. Also, the DL transmit power consumed for user $k$ is given by
\[
P_{\text{all}}^k = Q_\epsilon^H \text{Tr} \left( (\mathbf{F}^\dagger)^H \mathbf{F}^\dagger \mathbf{e}_k^H \mathbf{e}_k^H \right).
\]

Note that we have
\[
[\hat{\mathbf{G}} \hat{\mathbf{G}}^H]_{i,j} = \sum_{X_i \in \mathcal{X}} \sqrt{\beta_i \beta_j} \beta_{i,j} \beta_{i,j}^H
= \begin{cases} M \sum_{X_i \in \mathcal{X}} \beta_{i,j} \beta_{i,j}^H & \text{if } i = j, \\ \sqrt{M} \sum_{X_i \in \mathcal{X}} \sqrt{\beta_i \beta_j} \beta_{i,j} & \text{if } i \neq j, \end{cases}
\]

and consider the four regimes.

Case $\mathcal{EH}$ ($\rho_{\text{all}} \geq 0$): In this case, $\mathcal{L}_k = X_k$ so that $\mathbf{R}_k \simeq \frac{1}{P_{\text{all}}} \mathbf{I}_N$ and
\[
[\hat{\mathbf{G}} \hat{\mathbf{G}}^H]_{i,j} \simeq \begin{cases} M \sum_{X_i \in \mathcal{X}} \beta_{i,j} \beta_{i,j}^H & \text{if } i = j, \\ \sqrt{M} \sum_{X_i \in \mathcal{X}} \sqrt{\beta_i \beta_j} \beta_{i,j} & \text{if } i \neq j, \end{cases}
\]

Inserting (58) into (55), we have
\[
|\psi_{kj}^H|^2 \geq 1 + \frac{1}{M P_{\text{all}}} \left( \sum_{X_i \in \mathcal{X}_k} \beta_{i,j} \right)^{-1}
\geq 1 + N^{-\rho_{\text{all}} - \frac{\eta_{\text{ant}}}{2}}
\geq 1
\]

and
\[
\sum_{U_j \in \mathcal{U} \backslash \{U_k\}} |\psi_{kj}^H|^2 \leq \frac{1}{M P_{\text{all}}}
\cdot \sum_{U_j \in \mathcal{U} \backslash \{U_k\}} \left( \sum_{X_i \in \mathcal{X}_k} \beta_{i,j} \right)^{-2}
\cdot \left( \sum_{X_i \in \mathcal{X}_j} \beta_{i,j} \right)
\geq N^{-\rho_{\text{all}} - \frac{\eta_{\text{ant}}}{2} + \frac{\eta_{\text{ant}}}{2}}
\]

where the last asymptotic equality comes from Lemma 2 and $\rho_{\text{all}} \geq 0$. Defining an auxiliary variable $\nu$ such that $Q_k = \Theta(N^\nu)$, the DL transmit power can be written as
\[
P_{\text{all}}^k = Q_\epsilon^H \left( \sum_{X_i \in \mathcal{X}_k} \beta_{i,j} \right)^{-1}
\geq N^{\nu - \frac{\eta_{\text{ant}}}{2}}.
\]

For a reasonable DL transmit power $P_{\text{all}}^k = \Theta(N^{\nu})$, $\nu = \rho_{\text{all}} + \frac{\eta_{\text{ant}}}{2}$ and thus
\[
\text{snr} = \rho_{\text{all}} + \frac{\eta_{\text{ant}}}{2},
\]

\[
\text{sr} = \rho_{\text{all}} + \frac{\eta_{\text{ant}}}{2} - \eta_{\text{user}}.
\]

Case $\mathcal{H}$ ($-\frac{\eta_{\text{ant}}}{2} \leq \rho_{\text{all}} < 0$): Define $U_k^{(d)} = \{U_j \in \mathcal{U} \mid U_k - U_j = \Theta(N^\nu)\}$. Since $\mathbf{R}_k = \text{diag} \{\theta_{1k} \mathbf{I}_M, \ldots, \theta_{L_k} \mathbf{I}_M\}$, where $\theta_{1k} \geq 1/P_{\text{all}}$, if $X_i \in X_k$, or $\theta_{1k} \ll \beta_{lk}$, if $X_i \in X \backslash X_k$, and $[\hat{\mathbf{G}} \hat{\mathbf{G}}^H]_{i,j}$ is given as in (63). Then, $|\psi_{kj}^H|^2$ is given as in (64), where the last asymptotic equality comes from the fact that
\[
\sum_{X_i \in \mathcal{X}_k} \beta_{lk} + P_{\text{all}} \sum_{X_j \in \mathcal{X}_j \backslash \mathcal{X}_k} \beta_{lk} \sim N^{\frac{3}{2} \eta_{\text{bs}}} + N^{\eta_{\text{bs}} + (\frac{3}{2} - 1) \rho_{\text{all}}}
\]

Here, $t_1$, $t_2$, $t_3$, and $t_4$ can be further derived from Lemma 2 as follows. Suppose that $\eta_{\text{bs}} \geq \eta_{\text{user}}$ and $-\frac{\eta_{\text{ant}}}{2} \leq \rho_{\text{all}} < 0$. In this case, $\mathcal{L}_k \cap \mathcal{L}_j = \emptyset$ for all $U_j \in \mathcal{U}$ in probability so that, by using Lemma 2, we obtain
\[
t_1 = 0,
\]
\[
t_2 = N^{\eta_{\text{bs}} + \alpha \eta_{\text{user}} + \frac{\eta_{\text{ant}}}{2}}
\]
\[
t_3 = N^{\frac{3}{2} \eta_{\text{bs}} + \frac{3}{2} \eta_{\text{user}}}
\]
\[
t_4 = N^{\eta_{\text{bs}} + \frac{3}{2} \eta_{\text{user}} + (\frac{3}{2} - 1) \rho_{\text{all}}}
\]

Since $\frac{3}{2} \eta_{\text{bs}} + \frac{3}{2} \eta_{\text{user}} - (\eta_{\text{bs}} + \alpha \eta_{\text{user}} + \frac{\eta_{\text{ant}}}{2}) = (\frac{3}{2} - 1) (\eta_{\text{bs}} - \eta_{\text{ant}}) - \frac{\eta_{\text{ant}}}{2} (\rho_{\text{all}} + \frac{\eta_{\text{ant}}}{2}) \geq 0$ and $\frac{3}{2} \eta_{\text{bs}} + \frac{3}{2} \eta_{\text{user}} - (\eta_{\text{bs}} + \frac{3}{2} \eta_{\text{user}} + (\frac{3}{2} - 1) \rho_{\text{all}}) = (1 - \frac{3}{2}) (\frac{3}{2} \eta_{\text{bs}} + \rho_{\text{all}}) \geq 0$, $t_3$ becomes always dominant and thus
\[
\sum_{U_j \in \mathcal{U} \backslash \{U_k\}} |\psi_{kj}^H|^2 \sim N^{\frac{3}{2} \eta_{\text{ant}} - \frac{3}{2} \eta_{\text{user}} + \eta_{\text{ant}}}
\]

Now, suppose that $\eta_{\text{bs}} \geq \eta_{\text{user}}$ and $\rho_{\text{all}} \geq 0$. In this case, $\mathcal{L}_j = X_j$ if $d \leq \rho_{\text{all}}/\alpha$ and $\mathcal{L}_j \cap \mathcal{L}_j = \emptyset$ if $d > \rho_{\text{all}}/\alpha$ for all $U_j \in \mathcal{U}_k^{(d)}$ in probability so that, by using Lemma 2, we obtain
\[
t_1 = N^{\frac{3}{2} \eta_{\text{bs}} + \eta_{\text{user}} + (\frac{3}{2} - 1) \rho_{\text{all}}}
\]
\[
t_2 = N^{\frac{3}{2} \eta_{\text{bs}} + \eta_{\text{user}} + 2 (\frac{3}{2} - 1) \rho_{\text{all}}}
\]
\[
t_3 = N^{\frac{3}{2} \eta_{\text{bs}} + \eta_{\text{user}} + \frac{3}{2} (\frac{3}{2} - 1) \rho_{\text{all}}}
\]

Since $\frac{3}{2} \eta_{\text{bs}} + \eta_{\text{user}} + (\frac{3}{2} - 1) \rho_{\text{all}} - (\eta_{\text{bs}} + \eta_{\text{user}} + 2 (\frac{3}{2} - 1) \rho_{\text{all}}) = (1 - \frac{3}{2}) (\frac{3}{2} \eta_{\text{bs}} + \rho_{\text{all}}) \geq 0$, $t_1$ or $t_3$ becomes dominant and thus
\[
\sum_{U_j \in \mathcal{U} \backslash \{U_k\}} |\psi_{kj}^H|^2 \sim N^{\frac{3}{2} \eta_{\text{bs}} + \Theta(N^\nu)}
\]
\[
\begin{align*}
\left[ \hat{G} \hat{G}^H \right]_{i,j} & \asymp \left\{ \begin{array}{ll}
M \left( \sum_{X_i \in \mathcal{L}_i} \beta_{ij} + P_{\text{ul}} \sum_{X_i \in \mathcal{U} \setminus \mathcal{L}_i} \beta_{ij} \right), \\
\sqrt{M} \left( \sum_{X_i \in \mathcal{L}_i} \sqrt{|\beta_{ij}|^2 + P_{\text{ul}}} \sum_{X_i \in \mathcal{L}_i} \beta_{ij}^2 \right) + \sqrt{P_{\text{ul}}} \sum_{X_i \in \mathcal{L}_i} \sqrt{|\beta_{ij}|^2 + P_{\text{ul}}} \sum_{X_i \in \mathcal{L}_i} \beta_{ij}^2 
\end{array} \right. \\
\text{if } i = j, \\
\text{if } i \neq j.
\end{align*}
\]

When \( \eta_{\text{ba}} \leq \eta_{\text{user}} \), the similar derivation can be done and we obtain
\[
\sum_{U_j \in \mathcal{U} \setminus \{U_k\}} |\psi_{kj}^{|}|^2 \asymp N\left( \frac{1}{2} \right) \sum_{U_j \in \mathcal{U} \setminus \{U_k\}} |\psi_{kj}|^2 \\
\text{if } \sum_{U_j \in \mathcal{U} \setminus \{U_k\}} |\psi_{kj}|^2 > 1.
\]

Also,
\[
|\psi_{kk}|^2 \asymp 1 + \frac{1}{M} \sum_{X_i \in \mathcal{L}_k} \beta_{ik} + P_{\text{ul}} \sum_{X_i \in \mathcal{U} \setminus \mathcal{L}_k} \beta_{ik}^2
\]
\[
\asymp 1 + \left( N - \rho_{\text{ul}} - \frac{2}{2} \eta_{\text{ba}} - \eta_{\text{ant}} \right)
\]

where the second and last asymptotic equalities come from Lemma 2 and the fact \(- \frac{2}{2} \eta_{\text{ba}} \leq \rho_{\text{ul}} < 0\). Since the DL transmit power can be written as
\[
P_{\text{dl}}^k = \frac{Q_k^2}{M} \left( \sum_{X_i \in \mathcal{L}_k} \beta_{ik} + P_{\text{ul}} \sum_{X_i \in \mathcal{U} \setminus \mathcal{L}_k} \beta_{ik}^2 \right)^{-1}
\]

Cases \( M \) and \( L \): In these cases, \( R_k \asymp \text{diag} \{ \beta_{ik} I_M, \beta_{kl} I_M, \ldots, \beta_{LL} I_M \} \), and
\[
\left[ \hat{G} \hat{G}^H \right]_{i,j} \asymp \left\{ \begin{array}{ll}
P_{\text{ul}} \sum_{X_i \in \mathcal{X}_j} \beta_{ij}^2, \\
\sqrt{P_{\text{ul}}} \sum_{X_i \in \mathcal{X}_j} \sqrt{|\beta_{ij}|^2 + P_{\text{ul}}} \sum_{X_i \in \mathcal{X}_j} \beta_{ij}^2 
\end{array} \right. \\
\text{if } i = j, \\
\text{if } i \neq j.
\]

Inserting (73) into (55), we have
\[
|\psi_{kj}|^2 \asymp \frac{1}{M} \sum_{X_i \in \mathcal{X}_j} \beta_{ij}^2
\]

which is obtained in a similar way as before as
\[
|\psi_{kk}|^2 \asymp 1 + \left( N - \rho_{\text{ul}} - \frac{2}{2} \eta_{\text{ba}} - \eta_{\text{ant}} \right)
\]

so that \( \nu = \rho_{\text{ul}} + \frac{2}{2} \eta_{\text{ba}} + \eta_{\text{ant}} \) for a reasonable DL transmit power,
\[
\text{snr}^f = \rho_{\text{ul}} + \frac{1}{2} \eta_{\text{ba}} + \eta_{\text{ant}},
\]

and \( \text{snr}^f \) is given as in (72).
Since the DL transmit power can be written as
\[
P_{k}^{dl} = \frac{\sigma_{k}^{2}}{M_{P_{k}}} \left( \sum_{X_{k} \in X_{k}} \beta_{k}^{2} \right)^{-1} \approx N_{0}^{\nu} \rho^{\nu} - \alpha \eta_{bs} - \eta_{ant} \tag{77}
\]
so that \( \nu = \rho^{\nu} + \chi \eta_{bs} + \eta_{ant} \) for a reasonable DL transmit power, we can obtain
\[
\text{snr}^{ef} = \begin{cases} 
\rho^{\nu} + \chi \eta_{bs} + \eta_{ant}, & \text{if } M, \\
\rho^{\nu} + \chi \eta_{bs}, & \text{if } L,
\end{cases}
\tag{78}
\]
and
\[
\text{sinr}^{ef} = \begin{cases} 
\left( \rho^{\nu} + \chi \eta_{bs} + \eta_{ant} \right)^{+}, & \text{if } M, \\
\left( \eta_{bs} - \eta_{user} \right)^{+} + \left( \frac{\alpha}{2} - 1 \right) \left( \eta_{bs} - \eta_{user} \right)^{+}, & \text{if } L.
\end{cases}
\tag{79}
\]
which concludes the proof. □
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